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Editorial Note
 

Since the publication of Basic Plasma Physics I & II (volumes 1 and 
2 of the Handbook of Plasma Physics series), the publishers have sensed 
a strong demand for a more compact version of these Handbook volumes 
which would be suitable for graduate students. We felt that such a goal 
is best accomplished through the selection of a certain number of articles 
of the original Handbook and compilation into a volume of some 500 pages 
that could be published quickly as a reduced-cost paperback edition. Our 
selection has been largely dictated by the educational needs of graduate 
students embarking on a study of plasma physics. Although, in every such 
selection, there is always an idiosyncratic residue we hope that it has been 
kept to a minimum. In the interest of speedy publication we have not asked 
the authors to make any revisions or serious alterations in their articles. 
Most of the articles in this yolume are devoted to the theor:y ofsmall amplitude 
perturbations which is the most well developed part of the subject. The 
remaining are concerned with weakly nonlinear waves, collapse and self­
focusing of Langmuir waves, two topics of widespread interest and appli­
cation. Finally, we include an article on particle simulation because numerical J) 

~ techniques play an essential role in developing our understanding of plasma
I (jJ physics. 

r) 
r!J .A.A. Galeev 
(jJ R.N. Sudan 
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Editorial Preface 
(from the Handbook edition) 

Atomizdat (the Soviet Publishing House for scientific books and journals) and 
North-Holland Publishing Company decided in the summer of 1976 to publish 
jointly a handbook of plasma physics, in both Russian and English, and invited us to 
be chief editors of this edition. In the course of numerous discussions between 
ourselves, and with publishers and a number of specialists, we came to the conclu­
sion that ideas of plasma physics are widely used now, not only in various branches 
of fundamental sciences (for example solid state physics, astrophysics, space physics, 
etc.), but also in applied sciences and in modern technology. Therefore, in our 
opinion, a comprehensive handbook which presents the basic ideas of modern 
plasma physics and its applications is long overdue. 

We expect that this edition will not only serve as a handbook for specialists 
carrying out original research in plasma physics, but will also be useful to a wider 
circle of physicists, both experimentalists and theorists, who wish to familiarize 
themselves with basic plasma physics and its applications. Finally, such an en­
cyclopedic edition containing most of the present-day knowledge in plasma physics 
together with comprehensive references could be used by those engineers who are 
active in fields of technology that bear on plasma physics. 

To date our efforts have been concentrated on producing the first two volumes, 
devoted to fundamental plasma physics. We hope that these two volumes will be 
useful to everyone interested in the field. Subsequent volumes are to be devoted to 
more specialized topics, such as space plasma physics, thermonuclear fusion and 
computer pla~ma physics. It is planned perhaps to add later volumes devoted to low 
temperature plasma and its applications, and plasma electronics. Other subjects 
might also appear. Each volume will consist of comprehensive reviews of specific 
topics written by well known authorities in plasma physics. 

In contrast to the well known editions, such as Voprosy Teorii Plasmy, edited by 
Acad. M.A. Leontovich, and Advances in Plasma Physics, edited by A. Simon and 
W. Thompson, published earlier, the selection, sequence and integration of review 
topics for this handbook should provide, hopefully, more systematic and comprehen­
sive coverage of the material. We present here Basic Plasma Physics, edited by A.A. 
Galeevand R.N. Sudan, the first two volumes of this edition, published jointly by 
Energoizdat (representing the former Atomizdat) and North-Holland Publishing 
Company. We would like to thank Drs. Galeevand Sudan for their very extensive 
and, in our opinion, excellent, labors. 

M.N. Rosenbluth 
vii R.Z. Sagdeev 

~~,.'<··"N;: ' '::', . '{-';t;:;,.';:?"'~~;'f,:!S~;<~fif/J."'.,·:;:~t'~-,)J:i~t,j;~~~~~.\ 



Preface to Volumes 1 and 2 
on Basic Plasma Physics 

(from the Handbook edition) 

When approached by Professors Rosenbluth and Sagdeev some years ago to take 
the responsibility for editing the first two volumes of their proposed Handbook of 
Plasma Physics, we accepted with, what now seems to us, a nonchalance that only 
reveals our inexperience then in such matters. This project has spanned two 
continents and several years. Communication between U.S. and Soviet editors has 
depended on international conferences, occasional visits and long distance tele­
phones subject to much crosstalk. The completion of these two volumes in a finite 
time therefore attests to the perseverance and good will on both sides and in no 
small measure to the authors' faith. We wish to offer our sincere appreciation to the 
authors for their cooperation and for taking the time from their busy research 
schedules for the onerous task of writ~g these reviews. They have provided as 
comprehensive a coverage of their assigned topics as possible within the allotted 
space and we expect that the copious references cited will cover subject matter not 
easily accommodated in these volumes. 

Finally, one of us (R.N. Sudan) expresses his thanks to Elaina Jeddry and 
Rosemary Saltsman for their help in discharging his editorial responsibilities. 

A.A. Galeev 
Space Research Institute, Moscow 

R.N. Sudan 
Laboratory of Plasma Studies, 
Cornell University, Ithaca, NY 
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Introduction 
(from the Handbook edition) 

The concept oj a plasma 

The rapid development of plasma physics in the fifties and sixties was stimulated 
by research directed to achieving controlled thermonuclear fusion and the magneto­
hydrodynamic conversion of thermal into electrical energy. However, it would be 
erroneous to connect the development of this new branch of physics only with 
technical applications. Mankind's interest in the study of near-Earth space, the 
planets of the solar system, and a large variety of astrophysical objects stimulated by 
the creation of sophisticated space observatories, has led to the realization that 
plasma is the natural state of most of the matter in the universe. 

An ionized gas in which all or a considerable number of atoms have lost one or 
several of their electrons and turned into a mixture of free electrons and positive 
ions is called plasma. Such ionization can take place under various conditions. For 
example, in the interiors of stars it happens due to the heating of matter to 
temperatures that are enormous on the scale of those available on the Earth. The 
ionization of planetary atmospheres or a gas in the vicinity of stars takes place under 
the action of ultraviolet emission of the sun or stars, respectively. Though the plasma 
temperature is low in these cases, recombination is a slow process in such rarefied 
plasma and thus ionization is maintained over a long period of time. The plasma 
envelopes of neutron stars consist not of electrons and ions, but of electrons and 
positrons that are the consequence of pair creation in extremely strong electric fields 
of rapidly rotating neutron stars (the rotation period ranging from few hundredths 
of a second to many hundreds of seconds and higher) with a magnetic field on the 
order of 10'10 to 1012 G. 

In spite of large differences. among naturally occurring plasmas, their behavior can 
be described by general physical laws. These plasmas are ensembles of particles 
interacting with one another through Coulomb forces. The methods used to describe 
collective particle interaction in a plasma have already been verified in a large 
number of both laboratory and astrophysical applications and serve as a sound basis 
for all modern plasma research. Therefore, it seems to us, this is an appropriate time 
for basic plasma physics and its main applications to be compiled in an encyclopedic 
edition with comprehensive. coverage. 

However, before discussing the contents of such an edition, it may be in order to 
define plasma more accurately and offer a scheme for its classification. Strong 
electric forces attracting opposite charges in a plasma provide its quasineutrality, i.e. 

xiii 
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xv lntroduction lntroduction 

the approximate equality of electron and ion concentrations. Any separation of 
charges due to the displacement of a group of electrons relative to the ions produces 
electric fields that tend to compensate the disturbance. In order to estimate the 
strength of this electric field, assume that there is complete separation of charges 
within a plane slab of plasma of width x; that is, inside this region all charges have 
the same sign. The electric field satisfies Poisson's equation divE = 4?Tp, where • 
P = ne is the electric charge density in the plasma slab considered and n is the 
concentration of charged particles. Therefore the electric field quite simply is given 
by E = 4?Tenx. In the absence of external forces and as a result of any spontaneous 
fluctuation, the particle potential energy eq, cannot exceed the particle thermal 
energy, T, in order of magnitude.* In other words, significant charge separation can 
take place only over a region with the linear dimension 

2 
x - Ao = (T/4?Tne 2)1/ . 

The physical meaning of the quantity A0 can be made more precise by considering 
the screening of an electric field in a plasma. Suppose that a test point charge q is 
introduced into a plasma. At sufficiently small distances r from the charge the 
electric potential is q/r. However, at large distances the behavior of the potential is 
different because or-the polarization of plasma, caused by the field of the test charge. 

.When statistical equilibrium is established, the spatial distribution of electrons 
and ions in the vicinity of the test charge is obtained from Boltzmann's distribution 
n = noexp( - U/T). Here U is the potential energy of a particle in the test-charge 
field. The concentration of oppositely charged particles is higher in the vicinity of 
the test charge where the absolute value of the ratio U/T is relatively high. This 
leads to a screening of the test-charge field. The spatial profile of the pot,ential q, of 
the point charge is found by solving Poisson's equation assuming a Boltzmannian 
distribution of charges in the electric field: 

I d dq,0 

- - ~r2- = 4?Tne[exp( - eq,/T)-exp(ecp/T)].
r2 dr dr 

In a classical ideal plasma (see below) the potential energy of the particles at the 
average distance r - n':'1/3 from the test charge is much smaller than their kinetic 
energy. Therefore, by expanding the exponents on the right-hand side of this 
equation with respect to its small argument, the solution is given by 

q, = i exp( - r/Ao )'
r 

Thus at great distances from the charge q the potential decreases exponentially, and 
the region where a significant electric field exists near q is limited by a sphere with 
radius of the order Of.A D . It was Debye who first introduced this screening length in 
the theory of electrolytes; it was incorporated later into plasma physics. While the 
Debye radius characterizes the space scale of uncompensated regions of charge, 
the time scale for charge compensation in these regions can be characterized by the 

*Here the plasma temperature is expressed in electron volts: T(eV) = T(K)/I I 600. With such a definition 
the temperature coincides with the quantity characterizing the particle thermal energy. 

value 
\ ( 2)1/2T - "o/Vre::= me/4?Tne , 

where vre is the thermal velocity of the fastest particles, i.e. the electrons. 
The higher the plasma density, the smaller the space and time scales of charge 

uncompensation. Within the region occupied by cold and dense plasma, quasineu­
trality violations occur only in sufficiently small volumes. In hot and rarefied plasma 
the Debye length can become sufficiently greater than the dimensions of the region 
occupied by plasma. As electrons and ions move independently from each other, 
there is no immediate equalization of electron and ion concentrations. 

The concept of the Debye radius can also be used for a more accurate definition 
of plasma as a special state of matter. The ensemble of freely moving charged 
particles of both signs, Le. ionized gas, can be considered as plasma if the Debye 
length is small compared with the dimensions of the volume occupied by the gas. 
This definition was given by Langmuir, who coined the word "plasma" and made 
the first attempt at its theoretical description. 

Finally, one more important quantity, viz., the characteristic frequency of plasma 
oscillations, is necessary for the classification of different kinds of plasmas. Al­
though very many different types of waves and oscillations are easily excited in 
plasma, the oscillations caused by macroscopic violation of quasineutrality are the 
ones that characterize plasma as an elastic medium. 

For simplicity, again consider the case of a charge separation in a plane plasma 
slab where all electrons are displaced in this slab by distance x. The "restoring" 
force makes the electrons move according to the equation 

mex = - eEx = - 4?Tne 2x. 

It thus follows that neutralization of the excess charge is accompanied by oscillations 
wi~h the frequency 

2 )1/2
"'pe = ( 4?Tne /meo . 

These are the so-called Langmuir oscillations. Due to their great mass the ions 
essentially do not take part in these oscillations. Unlike sound waves in an ordinary 
gas where the elastic force is represented by the pressure gradient, in plasma the 
main role is played by the electric fields due to uncompensated charges. Langmuir 
oscillations may propagate in plasma in the form of waves with frequency", = "'pe' 
which does not depend on the wavelength in the limit of the long wavelength 
approximation used above. If the wavelength is small one has .to take into account 
the restoring force caused by plasma compression in the wave. Then the square of 
the sound velocity should be added to the expression for the squared phase velocity: 

",2/k 2 = "'~e/k2 + ape/ape' 

Here, k = 2?T/A is the wave number, A is the wavelength, Pe is the density Of the 
electron gas (Pe = neme) and Pe is its pressure. Taking into account that the ratio of 
specific heats is equal to 3 in the one-dimensional case considered here, this 
expression can be rewritten in the from derived by Vlasov from the kinetic equation 
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for electrons: 

(Al = w~e + 3k 2 I;;lm e • 

The second term is smaller than the first one since one can refer to collective plasma 
behavior, including plasma oscillations, only in the case of wavelengths long com­
pared with the Debye length, so that the phase velocity is much greater than the ;­
thermal velocity. In the opposite case it becomes necessary to take into account the 
influence of the resonant interaction of waves with plasma particles (so-called 
Landau resonance: w = k • v). 

Plasma properties are complicated if neutral atoms and molecules coexist with 
charged particles, i.e., when the plasma is not fully ionized. The degree of plasma 
ionization is the ratio of the number of charged particles to the initial number of 
atoms. It is attained by the competition of ionization (destruction of atoms) and its 
inverse process, recombination (i.e. reunion of electrons and ions into neutral 
particles). For plasma in thermodynamic equilibrium the degree of ionization does 
not depend on the details of these processes, and, in principle, may be established in 
a purely thermodynamic way. The laws of thermodynamics have the simplest form 
for the plasma obeying the ideal gas equation, i.e. the case when the kinetic energy of 
charged particles by far exceeds their interaction energy. Consider a singly ionized 
plasma. According to the general principles of statistical physics, the ratio of the 
probabilities of an electron being in the states with energies w, and W2 at a given 
temperature Tis: 

(g,lg2)exp[( w2-. w,)IT]. 

Here g, and g2 denote the quantum weights of the respective states. The ionization 
degree of a gas, Le. the ratio of the number of free electrons to that of neutral atoms, 
is represented by this expression with the condition w, - w2 = I where I is the 
ionization energy. In this case g, is the number of the elementary quantum cells in 
the phase space of the free electron, and g2 is the quantum weight of the stationary 
energy level in the atom. If, for simplicity, we neglect the excited levels in the atom, 
and suppose that the ground state is not degenerate, then I is the ionization energy,. 
and g2 = 1. Free electrons have a continuous energy spectrum. The quantum weight 
of free states roughly equals the phase space volume for an electron with average 
thermal momentump = (2m eT)'/2, divided by the elementary phase volume (2'1T1i)3: 

g, = (2m T)3/2 Vo/(2'1T1i)3.e

Here, Vo is the geometrical volume per electron, i.e. Vo = line' Hence 

g, = (2m eT)3/2 /ne (2'1T1i)3. 

U sing this result, one obtains the so-called Saha equation for ionization versus 
temperature: 

n g (2m T)3/2 
--.J:. = --'- exp( - liT) :::: e ~ exp( - liT). 
na g2 ne(2'1T1i) 

The formula may be rewritten in a way more convenient for the calculation of 

nelna (in a weakly ionized plasma): 

en = [(2meT)3/4In~2(2'1T1i f/2]exp( - 112T).
n'l. 

From the Saha equation it follows that the lower the gas density, the higher its 
ionization degree. At densities much lower than the condensed matter density, the 
degree of ionization may be high even if the temperature T« I. At very low 
densities, however, thermodynamic equilibrium is much more difficult to achieve due 
to the scarcity of particle collisions. 

To determine the extent of ionization in a plasma state far from thermodynamic 
equilibrium it is necessary to consider the details of the collision processes leading to 
ionization and recombination. 

Classification of plasma types 

The plasmas encountered in nature can be classified as rarefied and dense, 
classical and quantum. The plasma internal energy consists of the kinetic energies of 
electrons and ions and of their Coulomb interaction energy (in plasma heated up to 
relativistic temperatures magnetic interaction should also be taken into account). 

Compare the mean kinetic energy, ~T per particle, with the mean interaction 
energy. Since Debye screening makes the interaction of a charged particle with 
distant particles negligible, consider the interaction between the nearest neighbors 
only. The average distance between two neighboring particles is r - (l/n)'/3; 
therefore, the energy of interaction equals approximately e 2n'/3. Thus, as a rule, 
plasma may be treated as an ideal gas if 

e 2n'/3« T. 

If both sides of the inequality are raised to the 3/2 power, it becomes nA3
0 » 1. 

Thus, the condition for considering a plasma ideal may be expressed in terms of the 
number of particles in the volume with linear dimensions of order AO' This number 
should be much greater than 1. If nA3 » 1, the thermal energy of particles exceeds 0 
both the electrostatic interaction energy and the equilibrium energy of plasma waves. 
The particle interaction is weak in this case and well developed methods of 
thermodynamic perturbation theory are applicable. 

If one puts the parameters of plasmas existing in nature on a temperature vs. 
density diagram (Fig. 1), then the overwhelming majority (space plasma, gas-dis­
charge plasma, thermonuclear plasma, etc.) fall into the region of the ideal classical 
plasma situated above the line nA3

0 = 1. Below this line, where the condition 
nA30 »1 is not satisfied, plasma is no longer a gas, but rather behaves like a fluid 
governed by statistical thermodynamics that is not easy to study. At present, one can 
determine the physical properties of nonideal plasma either by numerical simulation 
with the help of the Monte Carlo method or by qualitative heuristic methods. Quite 
a number of not too reliable predictions of these theories (including the possibility of 
some unexpected plasma phase transitions) have not yet received experimental 
verification; a plasma could be expected to turn into a metal if its density continues 
to increase, under the assumptions of these theories. 
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xviii Introduction 

The region of nonideal plasma in Fig. I is extremely small.· In the first place, it is 
related to quantum effects under high plasma densities. As soon as the condition 
lilmevTe ~ I/n l / 

3 is satisfied in the course of the plasma density increase, i.e. the de 
Broglie length is comparable to the average distance between the nearest electrons, 
the electron statistics acquire a quantum nature (Fermi-Dirac distribution instead of 
Boltzmannian). This is the so-called quantum degenerate plasma. The main scale of 
the electron kinetic energy in this plasma is the Fermi energy, EF - li 2(3'1T 2n )2/3/2me' 
since under this condition the latter becomes greater than the thermal energy of 
electrons (EF > T). As the density increases, the growth of the Fermi energy outruns 
the growth of the Coulomb interaction energy and thus under the condition 
EF > e2nl/3 the quantum plasma is again ideal. The weak particle interaction in such 
plasma can be considered within the framework of the Thomas-Fermi model. Thus, 
the region of !1onideal plasma in Fig. I is contained within the triangle formed by 
the straight lines nA3 = I and E F = e2n1/3. Its left side (EF < T) has to do with D 
Boltzmannian plasma and the right side (EF > T) refers to degenerate plasma. One 
should also take into account that under temperatures lower than the ionization 
potential, T < I, the Coulomb interaction is again weak due to the low degree of 
plasma ionization. Thus, on this diagram, the region of nonideal plasma is so small 
that the maximum value of the nonideal parameter I/nA3 that can be achieved isD 
finite and does not exceed a few units. 
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'\ 
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1- T 
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degenerate
quantum
plasma

EGM I EF = e2n1IJ
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GO 

sc

classical ideal plasma 

10'0 1020 1030 n. cm-

Fig. 1. The classification of plasma types. WO: the degenerate electron gas in white dwarfs; GO: the gas 
discharge plasma; I: the ionospheric plasma; MHO: the plasma in magnetohydrodynamic generators; 
MP: the plasma in pulsar magnetospheres; S: the plasma in the center of the sun; SW: the solar wind 
plasma: SC: the solar coronal plasma; TNP-L: the plasma under the conditions of laser thermonuclear 
fusion: TNP-M: the plasma in thermonuclear magnetic traps; EGM: the electron gas in metals. 
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It is interesting to note that quantum effects in Langmuir waves are revealed 
under lower densities than for the plasma as a whole. Evidently they start to appear 
when the energy of a quantum of plasma oscillations becomes comparable with the 
average thermal energy of one electron. Under this condition the de Broglie length 
for the electrons with velocities on the order of the thermal velocity, is comparable to 
the Debye radius. 

Truly nonideal plasmas are very rare in nature. Strong electrolytes may serve as an 
example of such plasma. An interesting example of almost ideal quantum (degener­
ate) plasma is the electron gas in the very dense matter of white dwarf stars. As a 
representative of nonideal quantum plasma one can consider the electron gas in 
metals. At an electron density of order n -10 23 cm- 3 the energy of the quantum of 
plasma oscillations is of the order of several electron volts. 

Taking into account that both nonideal plasma and quantum degenerate plasma 
are rare in nature, the first two volumes of the present edition, devoted to basic 
plasma physics, are restricted to the consideration of the classical ideal plasma. It is 
commonly accepted to treat high- and low-temperature plasmas separately. This 
division is largely called for by specific areas of plasma research and application. For 
instance, high-temperature plasmas are related to the problem of controlled thermo­
nuclear fusion and also to the overwhelming majority of space plasma problems. 
Low-temperature plasma is a working gas-a gaseous conductor in magnetohydro­
dynamic generators. The cold plasma in planetary ionospheres may be regarded as a 
natural form of low-temperature plasma. Specific phenomena in low-temperature 
plasma, caused by the kinetics of the ionization, recombination, excitation, etc., will 
be considered in future volumes. 

O~tline of volumes 1 and 2 

The first two volumes of this edition contain the basic physics of the classical ideal 
plasma. We begin with a description of plasma properties and in particular the 
elementary atomic (A.V. Eletskyand B.M. Smirnov) and radiative processes (H.R. 
Griem) occurring in an ionized gas. A detailed account of the motion of particles in 
electromagnetic fields is presented and the approximations necessary to describe the 
motion of individual electrons and ions in a plasma are derived (M.S. Rabinovich). 
Following this description on the microscopic level a macroscopic picture in which 
the plasma is viewed as a magnetohydrodynamic fluid is developed (R.M. Kulsrud). 
Since an exact knowledge of transport coefficients, e.g. heat and electrical conductiv­
ities, is of vital importance in many applications a thorough discussion of this topic 
based on classical collision theory is also included (F.L. Hinton). 

Because an ideal classical plasma is an ensemble of weakly interacting charged 
particles, different types of collective oscillations are easily excited. Magnetic fields 
also are ubiquitously associated with plasma and give rise to new branches of 
oscillations, the Alfven and magnetosonic waves that can be derived in the magneto­
hydrodynamic description. A whole chapter is devoted to the study of these waves 
(H. Weitzner). Not all the possible oscillations and waves supported by a plasma can 
be described in terms of a fluid theory such as magnetohydrodynamics. A more 
fundamental description based on a kinetic equation is required and the kinetic 
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theory of waves in an unbounded, uniform, homogeneous plasma is furnished in the 
chapter by V.N. Oraevsky. Two chapters by T.H. Stix and D.G. Swanson and by 
LB. Bernstein and L. Friedland cover wave propagation in inhomogeneous plasma 
and the possibili ty of mode conversion. The plasma is also subject to spontaneous 
fluctuations as any other medium and although such fluctuations are governed by 
universal laws, nevertheless they are detailed features peculiar to a high-temperature 
collision-free plasma that are developed in great detail in the chapter by C.R. 
Oberman and E.A. Williams. 

However, a plasma is rarely in the state of thermodynamic equilibrium and the 
free energy present can be released through the excitation of unstable eigenoscilla­
tions and waves. The theory of such instabilities comprises a large effort in plasma 
physics. Stability theory described in the framework of ideal, infinitely conductive, 
magnetohydrodynamics is covered by I.B. Bernstein and that requiring a kinetic 
description is discussed in chapters by R.C. Davidson and AB. Mikhailovsky. When 
plasma resistivity cannot be neglected, one of the constraints of ideal magnetohydro­
dynamics is relaxed and another class of instabilities arises· which need a special 
study (R.B. White). Instabilities may also be classified in terms of whether they 
convect away from a finite region eventually or grow without limit (in the linear 
approximation) in a particular region. The techniques for determining this behavior 
are given in the chapter by A. Bers. 

The study of nonequilibrium plasma instabilities is only a first step to construct 
the kinetics of a nonequilibrium plasma. The final aim is the quantitative computa­
tion of processes of plasma relaxation to a new state. This is the purpose of the 
nonlinear theory of instabilities. 

In the linear theory an arbitrary perturbation can be represented as a superposi­
tion of normal modes independent of each other. In the nonlinear theory one takes 
into account the interaction of oscillations with each other. This interaction recalls 
the interaction of motions of different scales in gas dynamic turbulence. The picture 
of such an interaction in a plasma, however, can often be represented in the familiar 
language of superposition of linear normal modes including a weak. interaction of 
modes due to the nonlinearity. This means that the coefficients in the expansion over 
the normal modes are slowly varying functions of time and finally deviate strongly 
from their initial values predicted by the linear theory. 

Such an approach is commonly called weak turbulence theory. The equations of 
this theory can be derived from first principles with the help of the expansion of 
initial equations for plasma over a small parameter which is the ratio of the 
oscillation energy to the total energy of the plasma. The excitation of oscillations in 
this theory is usually due to different plasma instabilities. The first volume of this 
edition is concluded by the consideration of the weak plasma turbulence theory 
(A.A. Galeev and R.Z. Sagdeev). 

The second volume is devoted to situations where the nonlinear interaction is so 
strong that the assumptions of weak turbulence theory are violated. This area is the 
scene of much contemporary effort. A group of theories that invoke a renormaliza­
tion procedure to include effects of strong nonlinearity are reviewed by 1.A 
Krommes. Parametric instabilities driven by external pump fields are covered 
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extensively in chapters by V.N. Oraevsky and by K. Mirna and K. Nishikawa. The 
strong interaction between Langmuir waves and ion fluctuations when excited to a 
sufficient level causes totally new phenomena in which wave energy suffers self­
focusing and ultimately collapses into regions of very high wave intensity. This 
subject has been extensively treated in the chapters by V.E. Zakharov and by V.D. 
Shapiro and V.I. Shevchenko. 

Several applications of these theories of weak and strong turbulence have received 
attention. AA. Galeev and R.Z. Sagdeev treat the problem of anomalous plasma 
resistivity caused by current driven instabilities, while R.N. Sudan treats the collec­
tive interactions of a beam of particles injected into a plasma that result in the 
stopping length of the beam to become orders of magnitude smaller than the 
estimates from classical collisions. The nonlinear interaction of drift waves driven by 
gradients in the magnetized ambient plasma contribute also to anomalies in the 
transport parameters and this subject is covered in the chapter by C.W. Horton. We 
also include chapters on the relaxation of plasmas with anisotropic velocity distribu­
tion, e.g. those confined in magnetic mirrors through nonlinear interaction between 
particles and waves (V.Y. Trakhtengerts) and the spontaneous reconnection of 
magnetic field lines in the absence of resistivity but due to kinetic effects (A.A 
Galeev). There is furious research activity in many of these topics so that the last 
word has not always been said. 

One of the benefits of the wide use of numerical methods.in plasma physics has 
been the greater insight afforded into the physical nature of nonlinear processes. 
With the help of numerical simulations' which allow almost unlimited diagnostic 
features, analytical theories of complicated processes can be developed as, for 
example, in the theory of beam-plasma interactions. A chapter on particle simula­
tion by numerical methods by 1.M. Dawson and A.T. Lin has been included. In view 
of the importance 'of intense relativistic beams in many areas of research, e.g. 
collective acceleration, microwave generation, free-electron lasers, etc., we have 
added a chapter on beam equilibria and linear stability (R.C. Davidson). Finally, the 
volume ends with two chapters by V.E. Golant and by RJ. Goldston on the 
experimental techniques for diagnosing a hot plasma, a subject of great importance 
to those engaged in fusion research. 
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1.4.1. Modes 01 description 01 a plasma 

A plasma is a collection of charged particles. These charged particles generate 
electromagnetic fields through their elementary charges and currents. In order to 
evaluate these fields it would be necessary to know the position and velocity of every 
particle at all times. The motions of the charges themselves must be followed in the 
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fields they generate and those externally imposed. This program is beyond what is 
possible except in the simplest possible situations. 

Fortunately there is a cruder description of the plasma that is often sufficiently 
accurate to give gross behavior to the extent desired. 

Instead of specifying the plasma in terms of each of its particles a more 
macroscopic description of the plasma can be pursued in which the emphasis is on 
its fluid nature. Depending on circumstances that will be discussed below this fluid 
description may be a one-fluid, a two-fluid, or a many-fluid approach. 

The one-fluid approach will be considered first. Every cm3 of plasma must contain 
a definite number p g of plasma. The rate of change of this density is controlled by 
mass flow U out of the walls of this cm3

• The momentum pU in any cm3 is itself 
controlled by the forces acting on it. These are normally electrical, magnetic, and 
gravitational forces acting on its volume, and pressure forces acting on its walls. 
Because the plasma is a conducting fluid its current can be found from Ohm's law in 
some form, while the direct electrical forces are usually small. The current can be 
used to find the magnetic field by the Biot-Savart law and the changing magnetic 
field gives the induced part of the electric field, while the remainder, the electrostatic 
part, follows from the condition that the current driven by the electric field be 
divergence-free. The determination of the pressure forces is often the weakest part of 
this one-fluid description since the pressure is not usually a scalar, particularly if the 
plasma is collisionles,s. In addition the he~t ,flow is often quite large. (Microscopi­
cally, particles together in a small cube remain together for only a short time.) 
However, many plasma phenomena of interest do not depend on the pressure in any 
essential way so that even an inappropriate treatment by an assumed equation of 
state for a scalar pressure, can give a reasonable description of the· phenomena in 
their grosser aspects. (The more basic properties of the plasma are governed by its 
electrical nature.) 

For a more detailed description of plasmas in which interest is centered on plasma 
temperatures and energy densities, the two-fluid description is more appropriate. In 
this description the electron and ion fluids are treated separately. Although the mean 
velocities are nearly equal, the electron and ion temperatures are often quite 
different due to the weak energy exchange rates between ions and electrons. The 
two-fluid approach is also appropriate for a weakly ionized plasma. Here the ion 
cyclotron frequency may be less than the ion neutral frequency, while the electron 
cyclotron frequency is greater than the electron neutral collision frequency. The 
resulting electron and ion flows can be quite different under these circumstances. 

Finally, when the plasma is nearly collis~onless but the pressure terms playa 
central role, an even more detailed, but still approximate, description becomes 
appropriate, the guiding center description. In this description the magnetic field is 
strong enough that the plasma is still hydromagnetic in a direction perpendicular to 
the magnetic field, since the gyration frequency is large for both species. However, 
the particle flows along the lines need not be fluid-like, so it is necessary to keep 
track of the distribution of velocities parallel to the line by a one-dimensional kinetic 
equation. Even in this case the description may be simplified to a fluid description 
that preserves the independent plasma behavior along and across the lines. Two 
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equations of state for the two independent components of the pressure tensor are 
needed, and this is' supplied by the Chew-Goldberger-Low or double adiabatic 
equations. 

In summary, although any real plasma is extremely complicated, some of its main 
properties may often be captured by simple macroscopic sets of equations. These can 
only describe the slower more macroscopic properties of a plasma that occur on long 
enough time and space scales that microscopic processes such as collisions and 
gyrations can establish sufficient consistency in the plasma to enable it to be 
considered as a coherent fluid. 

1.4.2. Collisional plasma 

As described in the introduction, the fluid picture of a plasma is most appropriate 
when the plasma is at least somewhat collisional. Then the electrons and ions 
separately relax to a local thermodynamic equilibria on a time short compared with 
that in which substantial changes in plasma conditions occur, and in regions small 
compared with the size of the plasma. Thus, we may assign a density p, mean 
velocity U, and scalar pressure p to each of the plasma components. 

In the simplest description of the one-fluid plasma we may ignore the differences 
in the electron and ion properties and simply lump them together. We consider this 
description first. 

The one -fluid description 

Qn this level the plasma is in many ways like a highly conducting molten metal. 
The fluid equations describing its density, velocity and pressure are 

ap/at+V.(pU)=O, (1) 

p( au/at)+ pU· VU= j X B - Vp + pg, (2) 

(d/dt)(p/pY) =0. (3) 

Equation (1) is the equation of continuity. Equation (2) is Euler's equation for fluid 
motion. The left-hand side represents the mass of a cm3 of material times its 
acceleration at any instant. The acceleration is produced by the magnetic and 
gravitational forces acting on the same cm3 and the surface force term represented 
by the pressure gradients. B is the magnetic field, j the plasma current, and g a fixed 
gravitational field. The pressure is the sum of the separate partial pressures of the 
ions and electrons whose gradients are assumed to act together on the plasma rather 
than on each species separately. 

In the third equation d/dt == (a/at)+u· V is the convective derivation and 'Y is 
the ratio of specific heats of the plasma. This last equation is the equation of state 
for each separate fluid element following the motion. It is only valid under 
conditions where the heat flow is small. Note that p / pY is related to the entropy per 
unit mass of a fluid element. If more general conditions prevail, e.g. ionization, 
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radiation pressure, etc., are important, then (3) should be replaced by the condition 
of constant entropy following each fluid element. However, in most cases where the 
one-fluid theory is employed the simple power-law assumption is generally adequate. 
Note further that various limiting cases arise by taking 'Y = 1, isothermal, or 'Y = 00 

incompressible. It can be easily worded as "p /pY is a constant following the motion, 
but in general is different for different fluid elements". 

It should be noted that the electrical force PEE, where PE is the electrical charge 
and E the electric field, has been dropped in (2). This is because, as will soon appear, 
these forces are relativistically small compared with magnetic forces and must be 
neglected for consistency, since our theory is nonrelativistic. 

We see that knowing Band g, (1)-(3) form a complete set giving the forward time 
evolution of the fluid quantities P, V and p. The velocity V needed in (1) to advance 
P in time is determined by (2). The pressure needed in (2), to advance V, is given by 
(3), etc. 

The electromagnetic fields are controlled by Maxwell's equations: 

v X B = 4'1Tj,	 (4) 

aB/at= -cVXE,	 (5) 

V'B=O,	 (6) 

V'E = 4'1TPE' .'	 (7) 

where c is the speed of !ight. The displacement current in (4) has been dropped since, 
as will appear, its effects are also relativistically small. Further, there is no need for 
(7) since the charge density PE appears nowhere else in the equations. 

The electromagnetic and fluid equations are coupled by Ohm's law, which in its 
simplest form can be written (Spitzer, 1962) 

E+(UXB)/c=rli,	 (8) 

where T/ is the plasma resistivity. The combination E' = E + V X B/ c is the electric 
field seen by the plasma in its moving frame V, and (8) states that in this frame j is 
parallel to and proportional to E' 

Equation (8) is not strictly accurate for a plasma. Because of the anisotropy of the 
field there will be Hall currents flowing perpendicular to E and B that may actually 
be larger than that predicted by (8). However, the current in (8) is parallel to E' and 
represents dissipation of energy whereas the Hall currents do not. Thus the secular 
effects produced by this term are generally more significant than those due to the 
Hall terms. It is customary in the simplest form of the one fluid MHD equations to 
employ Ohm's law in the form (8). 

Equations (4), (5), and (8) represent three vector equations for the three vectors E, 
B, and j. They may be combined in.to two equations by solving (8) for E and 
substituting from (4) to eliminate j. We get 

aB	 c7ft = V X (U X B) - 4'1T V X (T/ V X B).	 (9) 

104. MHD description ofplasma 

If T/ is a constant, the last term becomes simply (T/c/4'1T)v 2B so 

~B = V X (U X B)+!!£ v 2B.	 (9a)
at	 4'1T 

The first term on the right gives the change in magnetic field produced by 
convection of lines of force by the plasma. The second term gives the magnetic 
diffusion term, which tends to smooth out irregularities in the plasma perhaps 
induced by the first term. If there were no plasma motions, the diffuse term would 
smooth out any irregularities, in a characteristic time of order 4'1TL2/T/c where L is 
the irregularity size. (This is essentially the"L / R time" for a plasma considered as a 
lumped circuit.) This decay time is of order 1O- 7T 3/ 

2L 2 s where T is the temperature 
of the plasma in eV. For· high temperatures or large plasmas this time may be very 
long. The changes in B produced by the convective term often occur on a time so 
short compared with this diffusive term that the magnetic diffusion can be ignored 
altogether. That is, we may replace (9a) by the "infinite conductivity" equation 

aB/at= VX(UXB).	 (10) 

The subset of the above equations (1), (2), (3), (4), and (10) constitute the so-called 
ideal MHD equations. They are clearly an approximation to the true plasma 
equations, but they have so many nice properties that they are the preferred set for 
describing macroscopic plasma phenomena. Equation (10) gives the evolution of B 
as a result of plasma motions. Then making use of (4) j can be determined, and thus 
j X B, to determine the evolution of the fluid quantities under the action of the 
electromagnetic forces. 

The electric field E is no longer needed in this description but it may be obtained 
from the infinite-conductivity limit of Ohm's law: 

E+(UXB)/c=O.	 (11) 

Then the electric force on the plasma PEE can be estimated from (7) to be 

E=EV'E '-'=~B2 
PE	 4'1T 4'1T1£ 2 ' 

and it is seen, as mentioned earlier, that it is relativistically small compared with the 
magnetic forcej X B '-'= B 2/4'1TL. In the same way we may show that inclusion of the 
displacement current (1/c)( aE/at) has a relativistically small effect on the equa­
tions. Adding it to (4) will alter j by the small amount 8j and this will produce an 
additional contribution to the electromagnetic force term in (2): 

2 
8j X B =	 _1_ aE X B = _ ~ ( U X B) X B '-'= VB ,
 

4'1TC at at 4 '1TC 2 4'1Ttc 2
 

where t is a macroscopic time. Comparing this with the inertia term on the' left we 
see that it is smaller by B 2/4'1Tpc2 .ln fact, t~Q_~i!ioI!..QLtb.i~._t~~_~_~~_~~Jh.2~.g~t 
of as adding the" mass" of th.~J.n.~g!1.~_tic.n~htJQJh~~~~ssC?f the .plasma. 

'-The ideaTequatlons'of MHD are best thought of as exactly describing an ideal 
infinitely conducting fluid with an adiabatic equation of state whose properties are 
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sufficiently close to a plasma to be of interest, rather than an appropriate system of 
equations for a real plasma. For the moment imagine that there is such an ideal 
infinitely conducting fluid to study. It is immersed in some magnetic field. Then, by 
the condition of flux freezing, the evolution of the field may be expressed in terms of 
the distribution of magnetic lines of force bodily transmitted by the velocity U. This 
means the field depends only on the net displacement of each element of the fluid 
and not on the history of the fluid displacements. The j X B force can readily be . 
thought of as the magnetic tension and pressure contained in these lines of force. 
Similarly, P is given purely by the displacement of the ·fluid elements and, further, 
the pressure is also thus determined. This means that, at least in principle, the force 
on a fluid element is determined holonomically by its displacement and the 
displacement of its neighbors. It is this fact, plus the fact that the system is 
dynamical (given by a Lagrangian), that leads to the many very satisfying properties 
of this ideal system. In fact a considerable amount of macroscopic plasma physics is 
devoted to determining to what extent a real plasma can differ from its ideal 
counterpart. Some of these questions, magnetic reconnection for example, are among 
the most important of modern-day research problems (Petschek, 1964). 

The two-fluid description 

An alternative and more precise treatment of a fully ionized plasma is contained 
in the two-fluid description. The two fluids are the electrons and ions. If there is a 
single species of ions, we can assign a density, velocity and pressure to the electrons 
and to the ions. Then the three equations for a single fluid, (1)-(3), must be replaced 
by six equations, three for each fluid, describing the six independent quantities Pj' 
Pe' ~, lIe, pj' Pe' Now the one-fluid equations were written down on phenomono­
logical grounds and were not extremely accurate except in the limit Wee'T very small, e 
where wee is the electron cyclotron frequency and 'T the electron collision frequency. e 
On the other hand, considerable work has been devoted to deriving a set of 
equations accurate for any collision rate faster than the dynamic rates of change of 
Pj, Pe , etc. The generally accepted set of equations are those of Braginski (1965), that 
are now taken as standard. We give them here for reference. 

The two continuity equations are 

anj/at+ v"(njUJ=O, (12) 

ane/at+ V"(nelIe) =0, (13) 

where n j and ne are the electron and ion particle densities. These equations are 
linked by the charge neutrality condition, Znj = ne, where Z is the ion charge 
number. 

The two vector equations of motion are 

(au) ( u X B ) Pj ----at + Uj" vUj = - VPi - V"Wi + Zen i E + _1_C- - Rei t Pig, (14) 

e ) lIe X B ) aU ( (I5)Pe ( ----at + lIe" vlIe = - VPe - V"We - nee E + --c- + Rei + Peg· 

1.4. M H D description ofplasma 

In these equations pj and Pe are the ion and electron scalar pressures, Wi and We are 
the nonscalar parts of the stress tensors, R ej is the rate of transfer of momentum 
from ions to electrons by collisions. They in turn are linked by the equation defining 
the currentj = (Znje/c)(Uj - ~), where e is the electronic charge. We assume that 
Zn i is much closer to ne than U j is to U • Because, j cannot be too large without e
producing electromagnetic effects we can say that Ui and ~ are also close together. 

The two energy equations are: 

!n i ( ali/at + Ui " vli)+ pj V"Uj = - V"qj - Wi: VUi + Qi' (16) 

!n e( aTe/ at + ~" vTe)+ P e V"~ = - V"qe - We: VUe + Qe' (I7) 

where the temperatures are defined by Pi = niTi, Pe = ne~ and the units of Tare 
chosen to make Boltzmann's constant unity. The second term on the left of each 
equation is the pdV work done by compression. qi and qe are the heat flows, Wi: vUi 
and we: vlIe are the frictional heating terms due to nonuniform velocities while Qi 
and Qe represent energy exchange between the species and joule heating. 

Equations (14)-(17) become more accurate as the colHsion time' 'T' goes to zero. 
They consist of "fluid" terms and dissipative terms and the latter are smaller than 
the former roughly by 'T/t. Thus, if 'T were zero, collisions would be sufficient to 
maintain an isotropic velocity distribution in the frame moving with the fluid and 
the W terms would be small. However, because U is inhomogeneous, an isotropic 
distribution at one point does not match the isotropic distribution a mean free path 
away, and a certain mixing of these distributions leads to anisotropy of the 
distribution and to off-diagonal terms in the stress tensor. The other dissipative term 
Rei is produced by unlike particle collisions and is the friction force between 
electrons and ions. Since the difference between the electron and ion velocities is the 
current, this friction includes the resistivity as well as thermoelectric effects. In most 
cases in practice ~ is close to ~ and can be identified with the mass flow of the 
plasma. If (14) is added to (15), the electron-ion friction force cancels out and 
the electron inertial term and gravitational terms are negligible. Thus, except for the 
viscosity terms wj and We' we recover the one-fluid equation of motion, (2). On the 
other hand, if we express lIe in terms of Ui and j by solving 

j= njZe(~ - ~), (I8) 

and neglect inertia in (lB), we obtain a form of Ohm's law usually denoted as the 
generalized Ohm's law (Spitzer, 1962) 

UxB c. B' 'i7Pe V"We Rei (19)E +--=-JX ------+-. 
c nee nee nee nee 

Equations (12)-(17) are the equations describing the electron and ion fluids 
separately. To complete them, we must add Maxwell's equations (4)-(6), where j is 
defined by (18). Again, we may consistently neglect the displacement current term in 
(4) and take Zn i = ne so (13) is not needed. (This is the case for a low-frequency 
phenomenon. Although it is the case that the two-fluid equations may be used to 
derive some high-frequency wave phenomena provided thermal effects are small, 
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these derivations are not really sound.) We also need the expressions for the various 
dissipation terms. These are given by Braginski (1965). Let the ion and electron 
collision times be defined as 

3ml/21j3/2 
T· = -----'---=---- (20a) 

1 ,47T1/2(ln A )e4Z 2n
j 

3mY2~3/2 

e (20b) 
T = 4(27T)1/2(lnA)e 4Zn ' e 

where In A is the Coulomb logarithm and m j e are the particle masses. The 
calculation is further limited to the case Z = 1 aIid to the limit WesTs » 1, where s 
indicates the particle species, i or e. Then from Braginski's article we have 

'1Ts=11~(b· V~·b-!v·~)(1.1 -2bb)-11~(1.1· v~·/.1 +bx V~Xb) 

- 11; ( bb • ~ • '.1 + 1.1 • ~ • bb) + !11~ ( b X ~. 1.1 - 1.1 • ~ X b) 

+11~(bx ~·bb-bb·~xb), (21) 

where 

b= BIB, ~ = vU +( vU)tr, '.1 == 1- bb, 

11? = O.96n jTjTj, 11~ = O.73ne~Te' 

11~ = O.3njTjlw~jTj, 11~ = O,5lne~/w~eTe' 11; = 411~, (22) 

11~ = O.5n jTjlwci' 11~ = -O.5ne~/wce> 11~ = 211~. 

For R ej , 

j. b j.1 3 n eRei = ene-b + - -O.7ln eb· V~b - -2 --(b X V~), (23) 
011 ° .1 WceTe 

2where 0.1 = e neTelme, 011 = 1.96 0.1' and the last two terms of (23) represent thermal 
forces. 

The heat flow terms qs are given by 

5 ns~ 
qs = - Ksllb· V~b - KS.1/.1 • V~ + -2 --b X VT 

wesm s 

+[o.7lne~(lJi-~)+-23 neT bX(lJi-~)ll)es, (24) 
WceTe 

where 

K ell = 3.l6ne~Te/me' K jll = 3.9njTjTilmi' 

Ke.1 = 4.66ne~/mew~eTe' Kj.1 = 2niTilmjW~Ti' (25) 

and the factor multiplying the bracke~ indicates that this term (the thermoelectric 
term) is present only for qe' 

1.4. MHD description of plasma 

The internal heating terms Q are given by 

Qe = - Rej·(Uj - ~)- Q.1' (26) 

where the first term is the joule heating term and the second 

me n e ( )Q.=Q.1=3-- T-T (27)
1 m T e l' 

j e 

the energy exchange term. 
Equations (12)-(17) are a complete set of equations for the plasma quantities 

n i = ne , Uj' ~,Pi' and Pe' all the quantities on the right being defined in terms of 
them. They allow a much richer set of plasma phenomena to be described than the 
one-fluid equations, particularly in the allowance for different electron and ion 
temperatures and the inclusion of nonideal effects such as thermal conductivity, 
viscosity, resistivity and thermoelectric effects. Thus, they are more useful for 
describing long-term phenomena in which nonideal effects playa significant role. It 
is possible to include such nonideal terms in the one-fluid equation. However, 
because ion and electron transport play different roles and because the temperature 
sensitivity of these is important, the modified one-fluid approach is usually highly 
inaccurate and misleading. Thus, one could possibly distinguish between the useful­
ness of the one-fluid and two-fluid approaches as follows. The one-fluid approach is 
preferable for short-time hydrodynamic effects in which nonideal effects play a 
minor role. Its great advantage is that its equations are considerably simpler to 
handle than the two-fluid approach. Finally, it can be used in longer-time problems 
to get an idea of at least some of the plasma behavior. 

The two-fluid equations are more accurate and necessary for any precision in the 
discussion of phenomena where plasma transport or dissipation is involved. They are 
too complex to solve, however, for any problems except those with simple geome­
tries. They can, of course, be used to form a good idea as to the accuracy of 
calculations based on the one-fluid approach. 

1.4.3. Collisionless plasma 

In Section 1.4.2 plasmas were discussed -in which the collision time was the 
shortest time in the problem with the possible exception of the gyration period. 
Thus, a small element of mass of a plasma will relax quickly to a Maxwellian before 
it can change its properties, and a local description in terms of the parameters 
characterizing this Maxwellian is appropriate. This consistency justifies a fluid 
description. But in many important plasmas the collision time is so long that 
collisions should be ignored. It would appear that for such "collisionless" plasmas a 
fluid theory is not appropriate. However, even for weak magnetic fields, the 
cyclotron period is still shorter than any macroscopic period, and the plasma does 
have a two-dimensional consistency perpendicular to the magnetic field. This 
restores the possibility of a fluid theory to a limited extent and is the basis for the 
guiding center description of a plasma. 
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The guiding center limit of the Vlasov equation 

A collisionless plasma is completely described by giving its velocity distribution 
functions Is [fs(t, r, v)d3rd 3x is the number of particles in an element d3rd3v at 
position r and velocity v at time t]. Its time behavior is governed by the Vlasov 
equation with es the particle charge 

afs es ( VXB)-+V°'V!.+- E+-- °\71.=0 (28)at s m e v s ,s 

where E(r, t) and B(r, t) are the mean electric and magnetic fields produced by the 
smoothed-out plasma distributions fs 

es / 1 aE
'V X B = 4'7T L - fsvd 3v + - -a ' (29a)

e e t s 

'V°E = 4'7T Les/ fsd 3v, (29b) 

aB/at = - e 'V X E, (29c) 

'V°B = O. (29d) 

These equations are more complicated than the fluid equations because they involve 
seven independent variables t, r, v rather than four, t, r. However, by an asymptotic 
expansion in the smallness of the gyration pidiationR = mev/ eB compared with the 
scale size of the plasma the effective number of variables in the kinetic equation can 
be reduced by two, because the gyration phase variable is irrelevant and the scalar 
perpendicular velocity is controlled by a constant of the motion, the adiabatic 
invariant (Chew et al., 1955; Kulsrud, 1962). 

Further, to lowest order, the motion of the particles consists of an E X B velocity 
perpendicular to the ,magnetic field common to all particles, regardless of their 
peculiar velocities or species, and a parallel motion along the field. If the parallel 
electric field Ell = b· E, where b =. B/B, is small [cf., the discussion after (34)], it is 
well known that the magnetic lines of force can be assigned the same E X B velocity 
perpendicular to themselves (Newcomb, 1958). Thus, all particles will stay on the 
same line and it should be possible to concentrate our attention on a single line and 
derive a kinetic equation involving only two particle variables, position along the 
line and parallel velocity. 

To derive the equations for this reduced system we may carry out a formal 
expansion in the quantity m / e (Kruskal, 1960). (If we regard macroscopic lengths 
and times to be fixed, then the small-gyration-radius limit is reached by taking a 
sequence of fictitious charged particles with different atomic properties m / e ap­
proaching zero. In this imagined series of experiments one expects results to be near 
their asymptotic value when the true values of m / e are reached, if the ratio of 
gyration radius to scale size is sufficiently small.) In point of fact, it turns out to be 
slightly more convenient to expand all quantities E, B, I in just the reciprocal charge, 
the quantity 1/e (Rosenbluth and Rostoker, 1958). 

l
 

I
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Consider first the Vlasov equation (28) and setJ = 10 + II where II = O(1/e) etc. 
From this point on the subscript s will be dropped when no confusion results. Then 
to lowest order 

[E+(vXB)/e]· 'Vvlo=O. (30) 

Introduce the E X B velocity: 

UE = e(E X B)/B 2
, (31 ) 

and set v = v' + UE • Equation (28) then becomes 

[(v'XB)/e]o 'Vv10+Ellbo 'Vlo=O. (32) 

Next introduce cylindrical coordinates v.L , cp and VII in v' space, by 

v' = xV.L cos cp + YV.L sin cp + bv II' (33) 

Then (32) becomes 

_!!... alo + E alo = 0 (34) 
e acp II aV 

II 
• 

If E11-:= 0, then (34) implies-fo iSCD--ll$!I!~t 3:10ng ahelix in_.Y~locity space_ext_~.J?~.!!l~_!() 

in.!!~J.~.~l?~~~ies,which is Jl.!!~!~!' ~~~Qr~-,-J30U].·a~_!~~~~~~1?-I_e _sQ!!1.~jQQ§-9nly 
i~~ ~~~~e~!l:~eq in,.. l /~__~~~' That is Ell = O( 1/ e) E. (If this were not the case, the 
greatly more effective En would accelerate particles on a cyclotron period time scale 
until Ell is shorted out to the lowest order.) The resulting greatly reduced Ell can then 
produce a force comparable with the other forces. [See (19)]. It is simpler not to 
expand E and B further, but simply to regard Ell as smaller by one power of e. 

If the Ell term in (34) is dropped, the lowest order Vlasov equation says that 10 is 
independent of cp, but gives no further information on its dependence on t, r, v.L and 
VII' Proceeding to first order we have 

a10 e ( v X B ) e a10 (35)-a + v· 'Vlo + - Eo- +-- • 'Vvll + -EII - = O. 
t m e m aVII 

Transforming to the cylindrical variables v.L' VII' yields 

eB all ( alo ) e alo ( )-. -a = -a +v· 'Vlo +-EII - . 36 ame cp _.~,. ... m VII 
,. ( ~ )., 

(The terms in parentheses are not yet so transformed but they must be.) This 
transformation is somewhat complex since at fixed v, v.L , and VII are dependent on r 
and t, because band UE are, through (31). It is. easy to see that a~e_ 
transforma!Wn. of the. quantities is parenthesesk"ads t6---a---sOO.es of terms tbaL~ 
sines and cosines in cp.JOnce this transformation is accomplished it is easy to solve .. 
(36) for II' However, a~y constant term leads to an II linear in cp and therefore not 
periodic with period 2'7T. Thus, in order to have a proper solution for II a necessary 
and sufficient condition is that the average of the right-hand side of (36) vanish. 
Imagine the right-hand side transformed to v.L' VII variables and averaged over cp. 
The details of this calculation are straightforward and the result is that (36) can be 
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solved for II' if and only if 

a10 ( ) Vol ( ) a10
7ft + VE + vllb - vlo - T V-VE- b- VVE -b + vII V-b avol 

DVE vi ( ) e ) a10+ -b---+- V-b +-E -=0 (37)( Dt 2 m II aV II ' 

where DVE/Dt == aVEI at + (VE + 00
11

) - VVE' This condition thus gives the time 
evolution of 1 - Strictly speaking we should go ahead and solve for I, once we are0 
assured by (37) that this can be done. But it will appear shortly that we do not need 
II for a lowest-order description of a guiding center plasma. 

To complete the system we must add the equations for E and B, Maxwell's 
equations (29a)-(29d). They involve I so that they also must be expanded in our 
small "parameter" lie. To lowest order we have 

0= 4'1T L: e; f Isovd 3v, (38a) 
s 

0= 4'1T L:esfIso d3v. (38b) 
s 

Equation (38b) is the charge neutrality condition which states that to lowest order in 
II e the total charges of each species must be equal. For a Z = 1 ion species this 
reduces to equality of the species densities. (Any finite charge density is produced by 
first-order differences in charge density because of the factor 1Ie). Similarly (38a) is 
the current neutrality condition. If we transform the velocity integration to cylindri­
cal coordinates, we get for'"(38a) 

" esnsO " es f d d0= 4'1T L. --VE +4'1TL. - lov lI 2'1Tvol Vol vII' c c s s 

and the first term vanishes by virtue of (38b) so we have 

0= L:iS-l-b = I: ; f lov ll d
3v. (39) 

s s 

Equations (38b) and (39) are related by the continuity equation derivable from (37) 
or even from (28), 

". (anos nos(ll.r-b») (40)L.es ----at + B- V B 
s 

so that if (39) is satisfied at some initial time t, and (38b) is satisfied (and the other 
guiding center equations are satisfied), then (39) will be satisfied for all t. Alterna­
tively, if the charge neutrality condition is satisfied and (39) is satisfied at one point 
on each line at every time it will be satisfied everywhere. 

.Equations (38b) and (39) are extra conditions imposed on 10 and do not serve to 
advance E and B in time. These conditions are essentially thought to be control on 
the magnitude of Ell' which is usually chosen to ensure that they are satisfied. To 
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complete our equations we must include (29c) and (29d) and proceed to one higher 
order in the expansion of (29a) and (29b). Thus, (29a) and (29b) become 

es 1 aEVXB=4'1T"- f v f d3v+-- (41a)L. c :tIs C at ' 
s 

V- E = 4'1T L:esfIlsd3v. (41b) 
s 

It would appear that it is necessary to evaluate I, from (36) after all. However, full 
information on the dependence of II is not needed. Transformation of (41 a) to 
cylindrical coordinates shows we only need II, dcp, II, sincpdcp, and l/lcoscpdcp. 
These may be obtained by multiplying (36) by 1, sincp and cC!~ cp and integrating over 
cp. An equivalent set of moments can be carried out on the exact Vlasov equation 
(28) and passing to the zeroth-order limit. But these are simply the MHD equations 
of Sections 1.4.1 and 1.4.2. Thus, i to zeroth order is determined by 

" ( all.r ) .L.nsm s 7it+ Vs - vll.r = - v-P+ JXB+PEV-E, (42) 

where the mass velocity ll.r and the stress tensor P are defined by 

f fsvd3vnsll.r = , 

P= Lmsfls(v-ll.r)(v-ll.r). (43) 

Note that the component of ll.r perpendicular to b is VE, while by (39) the parallel 
mass velocities are the same for both species. Thus V = ll.r. On transforming to 
cylindrical coordinates. the stress tensor may be written? ~ . tJ ., 

P= Pol (1- bb)+ Pllbb, w4t ~. (44a) 

where I is the unit dyadic and 

f vi 3 
pol=L:ms fsT dv , (44b) 

s 

PII = L:msfIs( v ll - V-b )2 d3v . (44c) 
s 

As advertised, (42) determines the part ofi perpendicular to b. The parallel part of 
i is a different moment of I, but can also be found from Maxwell's equations. We 
may continue this scheme but it is mor~ efficacious at this point to change the 
emphasis from E to V, regarding V as the primary variable and E as a secondary 
variable; 

E=-(VXB)/c, (45) 

from (31). This is particularly true since E is restricted to be perpendicular to b, 
while V is not and determines E automatically to satisfy this condition. 



14 15 R.M. Kulsrud 

Solving (29a) for io' substituting into (42) and making use of (45) gives
 

aU ) ( v x B) x B 1 a
 p -+U·vU =- v·p+ +--(UXB)XB( c2at 4'1T at 

(U x B) v·(U x B) (46)
+ 2 ' c 

where p = 2n s ms ' Then substituting (45) into (29c) gives 

aB/at= VX(UXB). (47) 

Equations (46) and (47) are nearly self-contained except we need los to compute p 
and P. p is given by the continuity equation 

ap/at + V·(pU) =0, (48) 

but we cannot obtain P in any other way than from 10' Thus, the equation 
determining 10 and thus P, (37), may be considered to determine'the "equation of 
state" of the plasma. Finally, inspection of (37) shows it brings in Ell' which must be 
determined by the charge neutrality condition (38b) or alternatively the parallel 
current condition of (39). It is possible by combining the separate moment ~quations 

to show that 

Ell = I:(es/m~)b· V· PsII: (nse;/m s)· (49) 

However, this is a little misleading since (49) arises from the second time derivative 
of the charge neutrality condition (38a) and in fact if one seeks equilibria, Ell 
actually drops out of (49). 

Our complete system of guiding center equations are (45)-(48) with P defined by 
(44a)-(44c) and 10 and Ell determined by (37) and (38a). Again as in the one-fluid 
theory we see that 'the last two terms of (46) may be dropped as relativistically small. 
The system then reduces to that of a one-fluid description with the main complica­
tion occurring through the equation of state. This complication can only be removed 
by solving an apparently five-dimensional equation for 10 , However, these five 
variables t, r, vJ..' vII can be reduced to four by replacing vJ.. by the new variable 

JL = vI /2B, (50) 

equal to the magnetic moment of the particle. Equation (37) then reduces to 

alo ( ) (DUE e ) alo -a + UE+vllb ·vlo+ -b·- +JLBv·b+-E Il -a =0 (51) 
t Dt m vII 

where the coefficient of a1/aJL vanishes so that the effective number of variables is 
reduced by one. The varia1;>le JL occurs merely as a parameter in (52) and vII is the 
only real variable in addition to rand t. Note that 

UE= UJ.. =U - bb·U. (52) 

The guiding center theory demonstrates how in the absence of collisions the 
magnetic field acts to give the plasma almost enough consistency for a hydrodynamic 
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description. It interferes strongly with motions across itself forcing all particles to 
move together so that all particles in one tube of force stay in that one tube of force. 

Equation (51) may be reduced by two more dimensions in line with the remarks at 
the beginning of this section. To do this the Clebsch form is used for any 
divergence-free field as shown in Section 1.4.4; for any vector field B such that 
V· B = 0 one can find two scalars a and {3 such that 

B = Va X v{3, (53) 

a and {3 are not uniquely determined, but if they once give B at some initial time to, 
they will continue to represent B by (53) for all time, provided they satisfy 

aa a{3
-+U·Va=O -+U·v{3=O (54)at ' at ' 

or, in other words, provided they are" frozen" in the fluid. Since a and {3 are flux 
labels, a line of force is always given by a = c()nstant, {3 = constant. This result is a 
precise mathematical expression of the fact that lines of force are frozen in a plasma. 
If we replace the general position variable r by new coordinates a, {3 and I, a 
parameter characterizing position along a line of force, then (52) can be reduced to a 
"one-dimensional" kinetic equation by transforming to the variables a, {3, I, JL, vII' cf>. 
It becomes, with s arc length along B, 

alo ( al) alo eEn) alo-+v - -+ (DUE-b·--+JLBV·b+- -=0 (55)at II as al Dt ' m aV ' 
Il 

provided only that I satisfies (ai/at + UE• VI) = O. 
For completeness we collect together the full systems of guiding center equations 

for the fundamental variables p, U, B, 10' and E..u.: 

.J- ap/ at + v·(pU) = 0, i i ; .~1 --;; ct (48) 

au ) ( V x B) x B 
p(7ft +U·vU = - v·p, (46)A 

~. 
../ aB/at = V x(u x B), (47) 

P = PJ.. 1+ ( p II - PJ.. ) bb, (44a) 

vI 3 
PJ.. = I:msjlOsT d v, (44b) 

s 

i pll = I:msjIOs(VII-U.b)2d3v, (44c) 
s 

alos ( ) I ( ) alos-a- + UE+ vllb • VJos - vJ.. V·UJ.. - b· vU·b + VII v·b -a­
t ~ 

DUE vI e) alos+ -b·--+-V·b+-E -=0 (37)( Dt 2 m II aV Il ' 

/! I:esjlosd3v=0. (38b) 
s 
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The double adiabatic theory 

As remarked in the previous subsection a collisionless plasma is subject to 
description by fluid equations with the single difficulty involving the determination 
of the evolution of the two pressure components PJ. and PII. Chew et at. (1956) 
showed that these quantities themselves can be expressed in terms of two equations 
of state: 

:t (:~ )= 0, (56a) 

~(P\lB2) =0 (56b)
dt p3 ' 

which apply under the same restrictions as the adiabatic theory of the previous 
subsection but with an important additional restriction. The system must vary 
sufficiently slowly along the lines of force that little communication of particles from 
points of different behavior along the lines occurs. More explicitly (see Fig. 1.4.1), let 
points PI and P2 be two points on a line of force at which the plasma properties, p, 
T, B, etc., are significantly different. Then in a time t ::::: I/v, particles from 1 and 2 
will mix together and they can no longer be considered separate units. However, if 
significant changes occur at PI in a time short compared with t, the behavior at P2 

can exert no appreciable affect on PI' Particles at PI can be considered to remain 
intact and the two-particle adiabatic invariants may be employed to determine the 
behavior at PI. pJ. is proportional to vi averaged over all the particles and to the 
density p, while (vi), by the invariance of Il, is proportional to B, so we have 

PJ. ex (vI)pexpB. 

This, of course, is true following the motion since it is the particles and not their 
location that is of Importance. 

The second invariant is not so familiar. It is VIII where I is the "extension" of a 
fluid element along the line. The quantity I has an amount of uncertainty in its 
definition since the particles are dispersing at a considerable rate. However, it is 
known that even in free expansion of a one-dimensional gas the mean square 
dispersion of velocities decreases as the density does and moreover is inversely 
proportional to the length of the element of gas squared. (This can be seen for a gas 
initially of finite length, the particles of slowest velocity staying near the initial 
position.) For our case the length I is proportional to B/p since the volume of a tube 
of force is inversely proportional to p, while the cross sectional area is inversely 

-----+- v 

....-...-- t -------. 

Fig. 1.4.1. A line of force, B. 
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proportional to B. Thus, the parallel pressure goes as 

PII ex p(vn) ex p/12 ex p3/B 2
• 

A more formal derivation is as follows: The condition that points PI and P
2 

remain intact clearly means that there is no significant heat exchange between points 
PI and P2 • Thus, in the second moment of the Vlasov equation we may neglect 0 the 
heat flow tensor. Multiply (28) by m s( v -l!r)(v -l!r), integrate over all velocities at 
a fixed point r. By charge and current neutrality Us is the same for ions and electrons 
if a single ,ion species'is assumed. Then: 

:tP.r+ v-Os+P.rv-U+P.r- vU+(P.r- vuyr + ;Sc(BXP.r+P.rXB)=O, 
s 

(57) 

where the superscript tr indicates transpose of the diadic, ~ is defined as in (43), and 
Os is the triad: 

Os == msf(v - l!r)(v - l!r )(v - l!r)f d3V . (58) 

As before, we regard the last two terms as dominant because of the factor e/ mc (the 
small gyration radius expansion). Thus, to lowest significant order, the pressure ~o 

must satisfy . 

B x~o=~o xB. (59) 

The most general solution of this equation is 

~o = PJ.s(l- bb)+ PlIsbb , (60) 

where the two scalars (so far) are arbitrary functions of time and space. 
Denote the left-hand side of (57) by LPo; then to next significant order in our 

expansion, (57) reads 

LPos = ~(~I X B - B X ~I)' (61)
msc 

where P.rl is the first-order pressure. The necessary and sufficient condition that this 
can be solved for P.rl is that the trace of this equation vanish and also that it vanish 
when dotted with b on the right and left sides. Performing these operations, 
dropping 0 and summing over s, gives 

(d/dt){2pJ. + PII)+ (2pJ. + PII) v-U +2pJ. (v-U - b- vU-b) 

+2Pllb- vU-b = 0, (62a) 

(d/dt)PII + PII v-U +2Pllb- vU-b = 0. (62b) 

U can be related to the rate of change of p and B by (48) and (47): 

dp/dt = - p V-U, (63) 
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jiand 

I
11 

dB/dt = b·dB/dt = b·[ V x (U x B)+ U· vB] = B(b· VU·b - V·U), (64) 

so that (62b) becomes 
;%1 

!I 
dp\I = + 3p\I dp _ ~ dB . (65) • '1
dt p dt B dt 

Ij 
This reduces immediately to (56b). Subtracting (62b) from (62a) and using (63) and ill 
(64) again yields 

ij 
2dP.L 2p.L dp 2P.L dB _ 0
(fl--p-d/-Bdt- , 

which reduces to (56a). 
Thus, the double adiabatic equations of state result from the guiding center 

equations and the dropping of the heat flow. We can reduce the expression for Q by 
making use of the special form of fo' derived in the previous section from (34), that is 
its independence of gyration phase cp. Q can be written 

Q= 2q~ {lb + bl+tr)+2qlibbb, (66) 

where 
2 

q~ = [,msf V; (V\I- U.b )fd3v, (66a) . 
s 

qli = [,msf (V II - U.bY fd 3v, (66b) 
s 

and the symbol tr denotes the third possible transposition of the triad lb. q~ is the 
parallel heat flow of perpendicular energy while qli is the parallel flow of parallel 
energy. They are only small if f is nearly symmetric, the situation arising when 
macroscopic plasma parameters vary slowly along B. Also 

Tr v·Q= b· v(lOq~ +2qll)- (lOq~ +2qll)(b· vB)/B, (67a) 

and 

b·(V·Q)·b=b· V(6q~ +2qli)-2(q~ +qli){b· VB)/B, (67b) 

so the derivative reduces the heat flow term by an additional factor proportional to 
the slowness of variation along B. 

To summarize the double adiabatic formalism, it is identical with the single-fluid 
theory, (1)-(4) and (10), with the 'Single change that p is replaced by the divergence 
of the tensor press~re P, with the two scalars P.L' PII determined by the double 
equations of state, (56a) and (56b). Again it can be seen that the double adiabatic 
formalism is holonomic: all quantities can be expressed in terms of the displacement 
vector and can be reduced to a Lagrangian formalism. 

These nice properties plus the apparent generalization allowed by a nonscalar 
pressure have made the double adiabatic theory quite popular. Unfortunately, the 
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stringent conditions of very slow variation along magnetic lines of force imposed by 
the neglect of Q greatly limit its applicability, at least when accurate results are 
desired. On the other hand, the equations can be applied to solve problems beyond 
their limits of applicability, and the answers obtained are grossly inaccurate. This 
will be illustrated by an example in Section 1.4.5; namely, the computation of the 
criteria for stability against the mirror instability when a homogeneous magnetized 
plasma has unequal perpendicular and parallel pressures. This easy applicability of 
the formalism beyond the range of its validity makes it somewhat dangerous. 

1.4.4. Consequences of the MHD description 

The ideal MHD equations and, to a lesser extent, the double adiabatic equations 
and the guiding center equations possess some nice properties t~at often may be 
employed to draw some intuitive conclusions concerning plasma behavior without 
solving the equations in detaiL They consist of some general global relations, 
conservation equations, and virial theorems, and also of the flux and line conserva­
tion equations which may be thought of as detailed conservation equations. 

Conseroation relations 

The three quantities conserved by a plasma are linear momentum, energy, and 
angular momentum. To write them down for the ideal one-fluid system the force 
equation is first rewritten as: 

au (VX B)XB
Pat = - pU· vU + 477' - Vp - PVcp, (68a) 

where use has been made of (4) to eliminate j and the gravitational potential cp with 
g = - vcp has been introduced. Multiplying the continuity equation by U and 
adding gives: 

(a /at)(pU) = - v·T - p vcp, (68b) 

where 

B2 BB)T=+pUU- -1-- -pl. (69)( 877" 477' 

T represents stresses exerted on any surface: the first terms are Reynold stresses; the 
second, magnetic stresses, magnetic pressure and tension; while the third term is the 
pressure stress. Integrating (69) over a fixed volume V, and employing Gauss's 
theorem gives: 

:t f/UdT = ~T·ds + f/gdT .- (70) 

The term on the left is the rate of change of the plasma momentum in the volume, 
the first term on the right represents changes in this momentum due to forces 
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exerted on the surfaces, and the last, changes in this momentum due to gravitational 
forces. If the system were isolated and g zero, then the total linear momentum would 
be conserved. [This is actually impossible (see the virial theorem below) but if the 
gravitational force is self-consistent, produced by the plasma, the gravitational force 
can be written as a divergence and the linear momentum is actually conserved, as for 
example in an isolated staLl In any event the linear momentum density of a plasma • 
is simply pV and includes no magnetic field contribution. Its change may be 
estimated 'by the forces on the surface. The electromagnetic contribution is relativis­
tically small and not included in our equation. 

A more significant conservation relation is that of energy. It is obtained by first 
multiplying (68a) by U and making use of the continuity equation to obtain 

a(U
2 

) V·( VXB)XB ( U
2 

)- p- =+ -U·Vp-pU·V</J-V·p-V. (71)
at 2 4'lT 2 

The left-hand side represents the rate of change of kinetic energy per unit volume. 
The kinetic energy is changed as a result of corresponding changes of the magnetic 
energy (the first term on the right), pressure energy (the second term) and gravita­
tional energy (the third term). In fact, multiplying (10) by B gives: 

~(B2)=B' vx(VxB) (72)
at 8'17' 4'17" 

Equations (3) and (1) give: 

a ( P) U' Vp yp (73)at y - 1 = - -:y=T - y - 1 v·V. 

Equation (1) gives: 

(a/at)(p</J) = - vo(pV)</J, (74) 

(</J is assumed to be independent of time). The quantities on the left of (70)-(74) are 
the rates of change of the magnetic, pressure and gravitational energy densities 
respectively. Each of these expressions is equal to a term that corresponds to one of 
the terms on the right-hand side of (71). In other words, any change in these energies 
can produce changes in the kinetic energy density. 

Adding (71)-(74), integrating over a fixed volume V, and making use of Gauss's 
theorem yields 

2 2
d0 v B P )d f( pV--=- -+-+--+P</J dT
dt dt 2 8'lT y-l 

2 
O= - f dS ( Pi U + B X (~'17' X B) + y ~ 1 pV + pV</J ). (75) 

Thus. we may safely identify the left-hand side with the time rate of change of 0 v'
 
the total energy inside the volume V, and the integral on the right-hand side with the
 
loss of energy through the surface S. The energy consists of four types: kinetic
 
energy, magnetic energy, pr~ssure energy, and gravitational energy. Almost any
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macroscopic plasma process consists of exchange of various forms of energy together 
with loss of energy through the surface. From (75) this loss can be seen to consist of 
direct loss of kinetic energy (first term), Poynting flux (second term, since V X B = 
- cE), thermal energy and pdV work [since ypV/(y -1) = pV/(y -1)+ pV], and 
finally of gravitational work represented by fluid entering at one potential and 
leaving at another. (The Poynting flux can also be thought of as loss of magnetic 
energy plus a magnetic PdV work.) 

If the system is effectively isolated, say by rigid infinitely conducting walls at 
which B' n = 0 at some time, then B· n will continue to be zero at all times and 
V· n = 0 so the right-hand side of (75) will vanish and the energy inside the volume 
will be conserved. 

Finally, a conservation relation can be derived for angular momentum, in com­
plete analogy to (70). Take any point 0 as the origin and let r be the radius vector 
from this point. Then 

:t f/ X pVdT = ~(r X T)·dS +f/ r X gdT. (76) 

The angular momentum again resides solely in plasma motions. This relation is of 
considerable use in discussing outflow of angular momentum from the sun via the 
solar wind. 

Another important integral relation for a plasma is the virial theorem. Define with 
respect to an origin 0 the tensor moment of inertia of a plasma inside a fixed volume 
V 

Iv =! p"dT. (77) 
v 

Differentiate twice with respect to time making use of the ideal MHD equations and 
neglect surface terms and gravity 

dIv ! ap ! fd(= vat"dT=- vvo(pV)"dT= p(Vr+rV)dT, (78) 

d 2I---f= -f[( voT)r+ rv oT]dT=2! TdT. (79)
dt v 

Then if the plasma remains in a finite region of space over a long period of time, we 
may time-average (79) and drop the left-hand side. There results from (69) 

(![PUU +(:>- ~:) + PI] dT) ~ O. (80) 

This is the vector virial theorem. < >denotes a time average. Deviations from this 
equation can result from surface terms so this equation applies only to an isolated 
system. Taking the trace of (80) yields 

(81)(!(PU 2 + :: +3P )dT)=0 
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Since the integral is clearly positive this then shows the impossibility of an isolated 
(without coils) force-free system. On the other hand, if a self-consistent gravitational 
term is included, 

(!(PU 2 +:: +3p+ Pi)dT)~O, (82) 

so gravitational energy, which is always negative, can balance the other three types 
of energy. [Note that the first term is twice the kinetic energy, the second term is just 
the magnetic energy, and the third term is 3(y -I) times the thermal energy, equal to 
two times for y = 5/3, while the last term is the gravitational energy.] 

A final important theorem concerning ideal MHD systems is that the system is 
derivable from a Lagrangian. In order to understand this theorem most easily it is 
necessary to regard each plasma fluid element as an entity. Any flow pattern 
between times to and t l should be viewed as a set of time-dependent displacements 
~(ro' t) of each of the fluid elements from its initial position ro at t = to to its final 
position r l = ro+ ~ at t \. A possible motion consists of a dependence of the 
displacement ~(ro, t) on t. Then Hamilton's principle for the ideal MHD equations 
states that the motion that makes 

L = ftledt, (83) 
to 

stationary, where 

e=!(PU 
2 
__P__ B 

2 )dT (84)
2 y -1 8'11" ' 

is the true dynamical one that satisfies the ide~l MHD equations, and conversely. It 
is to be understood that for any displacement function ~(r, t), dynamical or not, the 
quantities p, p, and B are to be de~ermined by solving (1), (3), and (10) respectively. 
We know that these quantities are determined holonomically and do not depend on 
the detailed time "dependence of ~(ro, t). 

For the proof of this result let us consider a given motion ~(ro, t) and determine a 
neighboring motion by specifying the Eulerian function 8~(r, t) which is defined to 
be the difference between the position of the fluid element at time t that would have 
been at r under the unperturbed motion, and r. Then it is easy to see that the 
perturbations in the quantities P, p, B at position r under the influence of the 
perturbation of motion are 

PI = - V·(p8~), (85a) 

PI = - yp V·(8~)-8J· vp, (85b) 

B I = V X ( 8~ X B). (85c) 

It remains to determine VI' The perturbation in the fluid element velocity is 

a8~/ at + V· v8~, 

by def~nition "of 8~. But this perturbation is at r + 8~ and is therefore also equal to 

1.4. MHD description of plasma 

VI + 8~· vu. Hence 

V\ = a8~/ at + V· v8~ - 8~· VV. (85d) 

Substituting these perturbations into the corresponding perturbations of (83) and 
(84) gives: 

8L = !8edt 

~ f dlf d+Uo( a:i' +Uo 176€ - 6€o I7U) 
_ v.(p8~) u 2 

+ yp v·8~ + 8~· vp __I B. V x(~ X B)]. (86)
2 y -I y -I 4'11" 

Then integration by parts shows that 8L = 0 for all 8~ vanishing at to, t I' and spatial 
boundaries, if and only if (2) is satisfied. 

The existence of this Hamilton's principle for the MHD equations is extremely 
important. It can be shown to underlie most of the general results on MHD such as 
self-adjointness with steady flow, energy principles for stability of static equilibrium, 
and energy conservation (Kulsrud, 1968). Further, it has been shown that small-scale 
hydromagnetic waves preserve wave action, that is they can be thought of as 
quantized, and this also is a direct consequence of this Lagrangian approach (Dewar 
1970). 

This section has so far exclusively discussed the properties of the one-fluid ideal 
MHD equations. All of these properties are also possessed by the double adiabatic 
formalism if we replace p and y by the appropriate generation. For example 
p/(y -I) should be replaced by P1. + PU/2 in (75), (80), and (84) while 3p should be 
replaced by 2p1. + Pu in (82). Similar results appear to hold for the guiding center 
theory, although they have so far only been effectively determined in certain limiting 
situations. The reader is referred to the literature for details (Bernstein et aI., 1958; 
Kulsrud, 1962). 

Flux frozen in plasma 

Probably the most useful of the intuitive concepts implied by the ideal MHD 
equations, as well as the guiding center theory and the double adiabatic theory, is 
that concerning the magnetic flux lines frozen in the plasma. Precisely stated, the 
flux conserving theorem is as follows: 

Assume that at some initial time to magnetic lines of force are drawn throughout 
the plasma volume in such a way that their density is proportional to the field 
strength B, and they are everywhere tangent to B. (For simplicity we take a finite 
but very large number of such lines so their density is not precisely determined at 
each point but can be defined to any desired precision by taking a sufficiently large 
number of such lines.) Then at time to the magnetic field B is completely represented 
by these lines. Let the plasma flow with velocity V and let the magnetic field evolve 
according to (10). At the same time let the lines of force be bodily transported by 
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this velocity V to some new configuration, just as though they were" frozen" in the 
plasma. Then, at any later time t, the configuration of the lines at that time will 
represent the magnetic field at that time both as to field strength given by line 
density, and direction given by the tangents to the lines. 

This theorem holds true to the extent that (10) does. That is, if B deviates from the 
field given by (10) due to finite resistivity, it will deviate from the field given by the • 
line configuration to exactly the same extent. Since the displacement of the lines 
evolves in a continuous manner, their topology must be preserved. Closed lines 
remain closed, ergodic lines remain ergodic, magnetic surfaces existing at time to 
continue to exist, etc. This flux-freezing concept is often a very critical one and it is 
important to know under what conditions it can be broken. The plasma can 
occasionally be kept from reaching a state of much lower magnetic energy by this 
constraint alone. A change in topology which may be produced by a breakdown in 
(10) over a very small region, say near an X point, could conceivably lead to a large 
conversion of magnetic energy to kinetic energy in a plasma. This possibility is 
usually termed the reconnection problem and it is a problem of great interest since 
its resolution could conceivably lead to an explanation for certain observed violent 
plasma behavior such as disruption in tokomaks, solar flares, etc. 

There are two mathematical ways to express the theorem of flux freezing. The first 
is the Lundqvist identity, while the second makes use of the Clebsch formula 
(Lundqvist, 1951). 

The Lundqvist identity expresses the magnetic field at time t and position, in 
terms of its value at time to and a different position '0 

B ( " t) I P= [B ( '0' to)I P]. Vor{ '0 ' t ) .	 (87) 

In this formula' is understood to be a function of '0 ·and t which represents the 
position of the fluid element at time t that occupied the position '0 at initial time to. 
The subscript 0 on V o indicates that derivatives are to be taken with respect to '0 at 
fixed t. Let Bo and Po represent B(,o, to) and p('o, to) respectively. To establish the 
validity of (87) it is first shown that it satisfies (10). Making use of (a'i at)ro = V 
gives 

~(!)=BO.~U,	 (88)
dt p Po 0 

where d/dt = alat + U· v == (a I at)ro' Also 

v x(V x B) = B· vU - V· vB - B V·V, 

so 

aB - dB 
-- VX(VXB)=--B·vU+Bv·U
at	 dt
 

p 1 dp B dp
 
= -(B· V V)+- -B - B· vV--­

Po 0 0 P dt P dt 

= ~ [Bo• VoV - (Bo• vor)· vv],	 (89)
Po 

,I 
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,(
 

where the first line follows from the definition of d/dt, the second line from (88) 
and (1) and the third from substitution of (87) for B. The bracket in the third line of 
(89) vanishes because of the chain rule for differentiation. Thus, (87) satisfies (10) 
for the evolution of the magnetic field and is valid initially, so it remains valid for all 
t. Its relation to flux freezing can be seen geometrically. (Bo• Vo')IBo is the shearing 
of a unit line element along the initial line of force by the flow, so (87) states that iJ 
continues to be parallel to the sheared line element. Also the line has been 
lengthened by the same shear flow, but factor piPo represents the decrease in 
volume. This combined with the lengthening of the line element gives the shrinking 
of the cross-sectional area which thus represents the amplification of the density of 
the lines of force. 

The other alternative mathematical method for describing flux conservation 
involves the Clebsch formula for expressing an arbitrary divergence-free vector field 
such as B in terms of two scalar functions 

B= VaX v/3.	 (90) 

If such a and /3 scalars exist, B given by (90) clearly is divergence-free. Further, 
dotting (90) with Va and with v/3 gives . 

B·va=O, B·v/3=O,	 (91) 

sQ a and /3 are constants along lines of force and, indeed, a general line of force can 
be determined by a = ao, /3 = /30 where ao and /30 are constants. Lastly because 
J = (B· Va X v/3IB) = B is the Jacobian for a transformation from coordinates' to 

t coordinates a, /3, I, where I is arc length along the lines, we can see that dad/3 
J: 

I 
~ represents the element of flux. That is, if we parameterize a surface S cutting the } 

lines by a and /3 then da d/3 is the flux through the corresponding element of area 
(Fig. 1.4.2). Thus, if we select the lines of force by a uniform distribution of values of 
a and /3, their density will be proportional to the magnetic field strength B. 

I 
The above properties of a and /3 show how they can actually be found to satisfy 

(90). As in Fig. 1.4.2, choose a and /3' arbitrarily on S and extend them through all 

I 
space so as to satisfy (91) and B· v/3' = 0, i.e. by keeping them constant on B lines. 
Then 

B x( Va X v/3') = B· V/3'va- B· Va v/3'=O, 

I
so 

'B = g( Va X v/3'), 

where g is a scalar. From v· B = 0 we have 

I (vaX v/3')· vg= (B· vg)/g=O, 

so g is constant along B lines, and thus a function of a and /3', g = g( a, /3'). Now 
choose /3 to satisfy 

a/31 a/3' = g( a, /3').	 (92) 

Then for this a and /3 (90) is easily verified. 
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..........
 
dad{3=B·dS. 

5 

a,{3' 

B 

Fig. 1.4.2. Clebsch coordinates 0: and p. 

Now 0: and /3 are clearly not unique. However, once they are chosen to represent B 
at some initial time to,. they can be chosen at any later time by demanding they stay 
constant on any fluid element; that is, they satisfy 

ao:/at + Uo Vo: = 0, (92a) 

a/3/at + Uo v/3 = o. (92b) 

Then B as given by (90) satisfies (10) and thus continues to give the magnetic field. 
For . 

a
a/ Vo: x v/3)- v x [U x (Vo: x v/3)]
 

ao: a/3
 
= v-x v/3+ Vo:X V-- vx[Uov/3Vo:-UoVo:v/3]

at /3t
 

= - V(Uo Vo:)x v/3- Vo:X V(Uo v/3)
 

- V(Uo v/3)x VO:+ V(Uo Vo:)x v/3=O,
 

where the second line follows from expanding out of the triple vector product in the 
bracket in the first line, while the third line follows from (92) and taking the curl of 
the bracket in the second line. 

The properties of 0: and /3 clearly correspond to those of magnetic lines in the flux 
conservation theorem. 

A constant of t4e motion of considerable recent interest is the"BoA invariant" of 
Taylor (1974). It is closely related to the linkage of magnetic flux. Consider the I 

J 

I 

integral 

K=fAoBd-r (93) 

where the integral is taken over a bounded fixed volume V at which B is tangential. 
This integral is gauge invariant. If A is replaced by A + VX, then the change 
induced in K is 

8K = f B VXd-r = f vo(BX)d-r = f BonxdS = 0 (94) 

since Bon = 0 on the surface. (This argument assumes the vector potential and gauge 
are changed throughout all space, not just in V, so that we can be certain that X is 
single-valued.) Select a gauge with E = - (1/c)( aA/ at). Then the rate of change of 
K with time is given by 

dK f( aA aB)-= -o(VXA)+Ao- d-r
dt at at 

aA ) aB aB]= - Vo -XA +-oA+Ao- d-rf[ ( at at at 

=-fdsno(~~ XA)+f2AOVX(UXB)d-r 

= + cf dS(n x E)oA -2 f vo[A x (U x B)] d-r +2 f B o( U XB)d-r 

= f dSo(n x A)o(U x B) = 0 (95) 

where (10) has been employed in the third line; the surface term vanishes in the 
fourth line because th~"tangential component of E vanishes on an infinite conducting 
surface. Thus, K is a constant of the motion for an ideal plasma. 

The physical significance of K is that it represents the amount of flux linkage of a 
field, for example the amount of linkage of toroidal and poloidal flux in toroidal 
geometry (Kruskal and Kulsrud, 1958). Thus, it is not really an independent 
constant of the motion but expresses a topological quantity related to line and flux 
conservation. However, Taylor (1974) has pointed out that K is actually not changed 
by certain resistive instabilities and reconnection phenomena so that it is actually a 
more general constant, of considerable importance. 

1.4050 An example 

The guiding center formalism will be illustrated by an example which will also 
bring out the limitations of the double adiabatic formalism. 

Consider a homogeneous, magnetized, ion-electron plasma with unequal per­
pendicular and parallel temperatures. Take the uniform field Bo in the z direction. 
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For simplicity take the equilibrium distribution to be a bi-Maxwellian with unequal 
perpendicular and parallel temperatures: 

n ( msvi msvfJ 1los = 3 2 exp - -- - -- . (96) 
(2'TTm ) / T T,1/2 2TJ.S 271ls 

s 1. s lis 

Consider a sinusoidal perturbation of this plasma proportional to exp( - iwt + ikxX 
+ ikzz). Under what conditions is this perturbation unstable? 

If the plasma displacement t with U = - iw~ is introduced into the fluid equa­
tions (46) and (47), then these become 

2 _ ,1 Bo• VB I ( ) 
- pw ~ - - V PI - 4'TT v(Bo·B\)+ 4'TT ' 97 

BI=ik;:~xBoi-ikAxBoi, (98) 

where the subscript or superscript 1 indicates perturbed quantities. From (44a) the 
perturbed pressure is given by: 

PI = P~ 1+ ( PII - P~ ) bb + ( P II - P1. ) (b Ib + bb I)· (99) 

Now from (98) 

B I = - ikx~xBo' (lOOa) 

b l = ik;:~xi, (lOOb) 

so 

V· PI = [ik xP~ - ( P II - P1. ) k;~ x] i + [i k z PII - ( P II - P1. ) k xk z ~ x] i. . ( 101) 

Substituting (101) in the equation of motion (97) and taking the X and z components 
gives two equations: 

- pw2tx = - ikxP~ + k; (P II - P1. ) ~x - ( k; + k; )( BJ/4 'TT ) ~x , (102a) 

- pw2~;: = - ik;:PII + kxk;:( PII- pJ. Hx' (102b) 

for ~x and ~Z" In order to complete the system equations of state for P~ and PII are 
needed. 

Up to this point the double adiabatic theory and the guiding center theory 
coincide. They differ as to the determination of P~ and PII' however. First the 
equations are completed by invoking the two equations of state, (56a) and (56b)~ of 
the double adiabatic theory, to express P~ and PII in terms of ~x and ~z. Since from 
the continuity equation (48) PI = -i(kx~x + k;:~;:), then from (lOOa) 

P~ PI B I .' t. . t. - = - + B = -21kx'f;x -lk;:t;;z' (103a)
pJ. P 0 

PII = ~ _ 2B I = -ik ~ -3ik.~•. ( 103b) 
PII P Bo x x •• 

Substitution of (103a) and (103b) in (102a) and (102b) yields two equations for ~x 
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and ~z alone. Setting the determinant of these equations to zero gives the eigenvalue 
equation for w 

[p",2_((2k~+k;)h + k::J -k;'p")1(p,,,2-3k;'PII)~k~k;'P.i. (\04) 

It is easy to see that the roots of w2 are real. We have instability if one of the roots 
for w2 is negative and the condition for this is 

2 [ BJ ( P1. )] 2 ( BJ )2kx 8'TT + pJ. 1- 6PII +kz 4'TT + pJ. - PII <0. 

This is negative if k x = 0 and 

PII> pJ. + BJ/4'TT, (105) 

the "fire hose instability", or k -+ 0 (it must not vanish) and z 

pI /6PII > B 2/8'TT + PJ.' (106) 

the "mirror instability". Equations (105) and (106) are the stability results derived 
from double adiabatic theory. 

The guiding center theory is now used to find P~ and PII and to complete (102a) 
and (102b). Actually P~ can be determined from ~x alone and only (102a) need be 
considered. P~ is found from f' which is given by solving (51), for example. Let 
1=10 +II· Then, since B is the Jacobian of the transformation to p., vII variables, 

PJ. = L,msfIsp.B(Bdp.)dvlld</>,
 
s
 

and 

( 107)'-"- L.msf' 2B I
pJ. 3Isp.Bd v + TPJ.. 

s 0 

Perturbing (51) and using (96) gives 

[ - kxkz~x( vI /2) + (es/ms)E II ] msv lI (108)lis = ··k -T,Is·
-lW+l ZV II lis 

Near the marginal point for stability, w may be neglected in the denominator [if 
w« k z(T/m)I/2] and 

. msvi iesEIi
lis = lkx~x~Is -~Is. (109) 

lis z lis 

Now from charge neutrality Ell can be determined to be 

E = k z (k ~ ) {TJ. /TII)i - {TJ. /7I')e ( 110) 
II e x x {l/TIIJ- (1/71le) 



31 30 R.M. Kulsrud 

For simplicity, (Tl. /Tn)i is taken to equal (Tl. /71I)e so that Ell = O. Substituting 
(109) (with Ell = 0) into (107) and making use of (100a) gives 

P~=2ikAxL(;) n-2ikAxpl.' (111) 
s II s 

and if, further, Tl.i is taken to equal Tl.e 

p~ = 2ikx~x(pi - Pl.)' (112) 
PII 

Then for sufficiently small w (see above), from (102a). 

2 2 ( B5 pi) 2 ( B5 )pw = 2kx Pl. + 8'7T - p; +kz Pl. + 4'7T - PII . 

Again we have the fire hose instability if k x = 0 and (105) is satisfied. However, the 
condition for the mirror instability is changed to k z - 0 and 

(pi/Pn) > Pl. + (B5/8'7T ), 

a criterion differing substantially from (106) (by a factor of 6). 
The reason for the different criteria for the guiding center theory of the mirror 

instability and the double adiabatic theory is that w must pass through zero so that 
particle communication sets in over a distance k - I along the lines in a time short 
compared with w- I, so the condition necessary for the validity of the latter theory 
fails. 

This example illustrates the dangers inherent in the double adiabatic theory, since 
the failure of the validity conditions to hold really only becomes evident after the 
more accurate guiding center theory is carried out. The fire hose instability theory 
remains valid since, as can be seen from intuitive picture of the instability, parallel 
heat flow plays no role. 
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