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• To discover new particles 
• Large masses, so only rarely produced 

• At the LHC, proton is used as a source of “partons” 
• generic term for “quark and gluon” constituents 
• Structure mapped out by HERA in exquisite detail
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Figure 19.4: The bands are x times the unpolarized parton distributions f(x)
(where f = uv, dv, u, d, s ≃ s̄, c = c̄, b = b̄, g) obtained in NNLO NNPDF2.3 global
analysis [45] at scales µ2 = 10 GeV2 and µ2 = 104 GeV2, with αs(M2

Z) = 0.118.
The analogous results obtained in the NNLO MSTW analysis [43] can be found in
Ref. [62].

where we have used F γ
2 = 2xF γ

T + F γ
L , not to be confused with F γ

2 of Sec. 19.2. Complete
formulae are given, for example, in the comprehensive review of Ref. 80.

The hadronic photon structure function, F γ
2 , evolves with increasing Q2 from

the ‘hadron-like’ behavior, calculable via the vector-meson-dominance model, to the
dominating ‘point-like’ behaviour, calculable in perturbative QCD. Due to the point-like
coupling, the logarithmic evolution of F γ

2 with Q2 has a positive slope for all values of x,
see Fig. 19.15. The ‘loss’ of quarks at large x due to gluon radiation is over-compensated
by the ‘creation’ of quarks via the point-like γ → qq̄ coupling. The logarithmic evolution
was first predicted in the quark–parton model (γ∗γ → qq̄) [81,82], and then in QCD in
the limit of large Q2 [83]. The evolution is now known to NLO [84–86]. The NLO data
analyses to determine the parton densities of the photon can be found in [87–89].

19.5. Diffractive DIS (DDIS)

Some 10% of DIS events are diffractive, γ∗p → X + p, in which the slightly deflected
proton and the cluster X of outgoing hadrons are well-separated in rapidity. Besides
x and Q2, two extra variables are needed to describe a DDIS event: the fraction xIP
of the proton’s momentum transferred across the rapidity gap and t, the square of the
4-momentum transfer of the proton. The DDIS data [90,91] are usually analyzed using
two levels of factorization. First, the diffractive structure function FD

2 satisfies collinear
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“x” is fraction 
of proton momentum,  
as probed at scale 1/µ: 

most partons take a very  
small fraction!
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P R O T O N - P R O T O N  C O L L I S I O N S   
AT  T H E  L H C :  A  T Y P I C A L  E V E N T

Soft particles 
with low pT < 2 GeV



P R O T O N - P R O T O N  C O L L I S I O N S   
AT  T H E  L H C :  A  R A R E  E V E N T

e.g. a Higgs boson  
candidate



A  T Y P I C A L  E V E N T

diagrammatic view of a 
“soft” interaction between  

the proton constituents

SHERPA



R A R E !  

“hard” interaction between 
the proton constituents:  

large momentum exchange,  
high multiplicity, complex topology SHERPA



A single heavy ion collision event from ALICE
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To first order, A+A is just O(A) p+p collisions at the same time: 
but huge variations event-to-event
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“Glauber model” 

1. Generate two colliding nuclei  
with 3D nucleon positions  
chosen from measured density 
distributions (e- scattering) 
 
 

2. Nucleons interact when 
transverse distance satisfies 
 
 
 
typically using the inelastic  
pp cross section for NN  
 
 

⇢(r) =
⇢0

1 + exp ([r �R]/a)

d <
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/�
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“thickness”, hard

“volume”,
dN

dy
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A + A  I N  A C T I O N

Simulation of two gold-nuclei colliding (at RHIC): 
1. first collisions of initial nuclei deposit energy (particles) 
2. reinteractions among constituents (dynamical evolution) 
3. freeze out to final-state hadrons
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Figure 5. Thermal fit of particle yields in 0-10% central Pb–Pb with the SHARE model for various scenarios.

oration released results on the production of deuterons, 3He and 3
⇤

H, found to be in agreement with the equilibrium
fits.

Di↵erent explanations have been proposed in the literature to explain the particle yields measured at the LHC and
the “anomaly” in the p/⇡ ratio, as summarized below.

Incomplete Hadron List. One of the basic ingredients in the thermal models is the list of hadrons and high mass
resonances which feed-down to the (stable) measured species. It is known that this list is incomplete, and it was
argued (see e.g. [48]) that this could explain the tension, as decays of high mass resonances would a↵ect pions more
than protons. Quantitative calculations were made in [49, 50, 51], where it was shown that reasonable assumptions on
high mass resonances based on the Hagedorn spectrum could explain the low p/⇡. However, these additional states
could potentially spoil the agreement with other particle ratios (most notably, multistrange baryons, which could
however be included as discussed [52]) and some of the underlying assumptions of the model are not constrained by
first principles.

Non-Equilibrium Thermal Model. In the framework of the non-equilibrium thermal model, as implemented in the
SHARE code [4], it is possible to find a set of parameters which describes all hadrons except nuclei, with a very good
�2/NDF [4, 53]. An interesting feature of this description is that the physical parameters of the fireball at freeze-
out (pressure, energy density and entropy density) are rather constant as a function of energy and centrality [53],
consistently with the physical picture underlying this model. Additional support for this picture comes from the
combined study of yields and transverse momentum distributions discussed in [54, 55]. The main weak points of the
non-equilibrium fits come from the additional free parameters and the relatively small number of particles included in
the fits.

In Fig. 5, SHARE is used both in the equilibrium and in the non-equilibrium mode (�q fixed to unity or free) in
order to fit the ALICE measurement, including or not nuclei. It the equilibrium model, nuclei follow the systematics

6

100’s of particle states 
listed in the Particle Data Book
→ equilibrated “hadron gas”: T,µB

Hagedorn’s pre-QCD “bootstrap” 
argued for maximum T~TH ~ 160 MeV 
Higher T excites higher mass states! 

Describes yields in many systems:  
pp, e+e-, A+A →T ~ 160 MeV
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T  <  T H   H A D R O N  G A S
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T  >  T H   Q U A R K S  &  G L U O N S



T H E  Q U A R K - G L U O N  P L A S M A

Equation of state from HotQCD lattice QCD calculations (Basazov et al) for µB=0 

Similar features to hadron gas at low T, but breaks from it above Tc = 154(9) MeV (!) 
with a smooth crossover transition 

Deviations from the Stefan-Boltzmann limit attributed to strong-coupling (AdS/CFT)

9
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Figure 5: Spline fits to the trace anomaly for several values of the lattice spacing aT = 1/N⌧ and the result of our continuum
extrapolation (left). Note that the error bands shown here do not include the 2% scale error. The right hand panel shows
suitably normalized pressure, energy density, and entropy density as a function of the temperature. In this case the 2% scale
error is included in the error bands. The dark lines show the prediction of the HRG model. The horizontal line at 95⇡2/60
in the right panel corresponds to the ideal gas limit for the energy density and the vertical band marks the crossover region,
Tc = (154± 9) MeV.

Figure 6: The comparison of the HISQ/tree and stout results
for the trace anomaly, the pressure, and the entropy density.

fixing cn = cd = 0 gives an excellent parametrization of
all our numerical data and is in good agreement with the
HRG estimate, at least down to T = 100 MeV. Further-
more, this parametrization agrees with the N⌧ = 8 data
well beyond T = 400 MeV.

The values of the parameters in our ansatz for the pres-
sure, Eq. (16), are summarized in Table II. The results
of this ansatz for the speed of sound, energy density, and
specific heat are compared with our continuum extrapo-
lated error bands in Figs. 7 and 8.

V. SPECIFIC HEAT, THE SPEED OF SOUND
AND DECONFINEMENT

All thermodynamic quantities, for fixed light and
strange quark masses, depend on a single parameter—
the temperature. In Section IV, we derived the basic
thermodynamic observables (✏, p, s) from the contin-
uum extrapolated trace anomaly ⇥µµ(T ). We now dis-
cuss two closely related observables that involve second
order derivatives of the QCD partition function with re-
spect to the temperature, i.e., the specific heat,

CV =
@✏

@T

����
V

⌘
✓
4

✏

T 4

+ T
@(✏/T 4)

@T

����
V

◆
T 3 , (17)

and the speed of sound,

c2s =
@p

@✏
=

@p/@T

@✏/@T
=

s

CV
. (18)

The quantity Td(✏/T 4)/dT can be calculated directly
from the trace anomaly and its derivative with respect
to temperature,

T
d✏/T 4

dT
= 3

⇥µµ

T 4

+ T
d⇥µµ/T 4

dT
. (19)

These identities show that the estimates for the specific
heat and the speed of sound should be of a quality similar
to ✏/T 4 or p/T 4. In Figs. 7 and 8, we show the agree-
ment between the bootstrap error bands for these quan-
tities and the estimates obtained by taking second or-
der derivatives of the analytic parameterization for p/T 4

given in Eq. 16. The latter are shown as dark lines inside
the bootstrap error bands.
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We present results for the equation of state in (2þ 1)-flavor QCD using the highly improved staggered
quark action and lattices with temporal extent Nτ ¼ 6, 8, 10, and 12. We show that these data can be
reliably extrapolated to the continuum limit and obtain a number of thermodynamic quantities and the
speed of sound in the temperature range 130–400 MeV. We compare our results with previous calculations
and provide an analytic parameterization of the pressure, from which other thermodynamic quantities can
be calculated, for use in phenomenology. We show that the energy density in the crossover region,
145 MeV ≤ T ≤ 163 MeV, defined by the chiral transition, is ϵc ¼ ð0.18–0.5Þ GeV=fm3, i.e.,
ð1.2–3.1Þ ϵnuclear. At high temperatures, we compare our results with resummed and dimensionally
reduced perturbation theory calculations. As a byproduct of our analyses, we obtain the values of the scale
parameters r0 from the static quark potential and w0 from the gradient flow.
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I. INTRODUCTION

At high temperatures, matter governed by strong inter-
actions (strong interaction matter) undergoes a deconfining
transition to a new state, in which the thermodynamics can
be described in terms of quark and gluon degrees of
freedom. The equation of state (EoS) of such matter, just
as for many other thermodynamic systems, is of funda-
mental importance for understanding its composition as
well as its static and dynamical properties. Studying the
properties of this matter using QCD was made possible by
the formulation of lattice-regularized QCD [1] and the
development of numerical algorithms for its analysis [2].
Lattice calculations of the QCD EoS were first performed
in 1980 [3], and driven by the steady growth in computing
resources and the development of new simulation algo-
rithms, there now exist precise results for the transition
temperature [4,5], fluctuations of conserved charges [6–8]
as well as the EoS. For recent reviews, see for instance
Refs. [9–11].
The EoS contains information on the relevant degrees of

freedom in the thermal medium in different temperature

regimes and reflects the transition between different states
of matter. A quantitative description of the QCD EoS over a
wide temperature range is needed to understand the
expansion and cooling of matter in the early universe, as
well as of the hot dense nuclear matter created in heavy ion
collisions.
To study the QCD EoS across a transition between

different states of matter, at which the internal degrees of
freedom are highly correlated, requires nonperturbative
techniques. However, in the case of strong interaction
matter, the need for nonperturbative methods is not
restricted to the strongly interacting region close to the
QCD transition temperature, but is also needed far above
this deconfining transition where well-known infrared
problems [12] prohibit a straightforward perturbative
analysis of QCD thermodynamics. Also, at low temper-
atures, where the hadron resonance gas models (HRGs) for
the description of the hadronic EoS are quite successful
[13], lattice QCD calculations are important as they provide
the benchmark estimates of thermal properties of in-
medium hadrons and the EoS of hadronic matter. In
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Tc~2×1012 K

quark & gluon 
fields on a spacetime lattice

pressure

energy density

entropy density



T H E  Q G P  P H A S E  D I A G R A M

Tc~2×1012 KCrossover 
for µB=0

1st order 
for µB>0

Critical 
point?

What do we know experimentally about hot QCD? 

search for 
critical point is 

a major focus of 
RHIC energy scan 

(2018-2019)



The universe was made  
of QGP around a few µs  

after the big bang

but now we have  
to make it ourselves…



P R E L U D E :  D I S C O V E R I E S  AT  R H I C  @  B N L :  

STAR 
(2000-)

PHENIX  
(2000-2016)

PHOBOS  
(2000-2005)

BRAHMS 
(2000-2006)

p+p (200 & 510 GeV), p+Au, d+Au, 3He+Au, Cu+Cu, Au+Au, U+U (7.7-200 GeV/u) →→ →



T W O  M A I N  D I S C O V E R I E S  @  R H I C

C O L L E C T I V E  F L O W  
( P E R F E C T  F L U I D )

J E T  Q U E N C H I N G

Explaining these two will make the LHC results 
much easier to understand
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In a peripheral nuclear 
collision, overlap region 

is ellipse-shaped
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If system thermalizes 
rapidly, then pressure 
gradients are larger 
along one direction

In a peripheral nuclear 
collision, overlap region 

is ellipse-shaped
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In a peripheral nuclear 
collision, overlap region 

is ellipse-shaped

If system thermalizes 
rapidly, then pressure 
gradients are larger 
along one direction

Events will show distinct 
modulation in azimuth (ɸ) 

about “event plane” 
(more particles “in plane”!)
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Collision of two nuclei (transverse plane)
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Nearly perfect fluid $ Hydrodynamic evolution
The system evolves from the initial energy density distribution

according to energy and momentum conservation:

@

µ

T

µ⌫

= 0

T

µ⌫

= (✏+ P )u
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u
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MUSIC B. Schenke, S. Jeon, C. Gale, Phys. Rev. C82, 014903 (2010); Phys.Rev.Lett.106, 042301 (2011)

3+1D event-by-event relativistic viscous hydrodynamic simulation

initial ideal
shear viscosity
⌘/s = 0.16

evolve to

⌧ = 6 fm/c

Björn Schenke (BNL) TRW2012 BNL 4/26

“Initial stage”, typically 𝛕0<1  fm/c  
conversion of nucleon density to energy density

✏(x, y) / ⇢(x, y)

(some calculations use this to seed & evolve classical Yang-Mills)

B. Schenke, et al
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B. Schenke, et al

“thermalization time”
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& equation of state from lattice

ideal 
hydroHydrodynamic 

evolution:

t~6 fm/c

B. Schenke, et al

convert fluid cell to  
hadron gas @ 

Tf(x,y,z)=120 MeV
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be explained by the momentum resolution of the FTPCs. To
quantify the influence of the momentum resolution a Monte
Carlo simulation of v2(pt ) based on the measurements at
midrapidity was done, but the input η and pt spectra were
obtained from measurements of the Au+Au minimum bias
data at forward rapidities. Results of embedding charged pions
(neglecting protons) in real Au+Au events up to 5% of the
total multiplicity in the FTPCs were used to estimate the
momentum resolution as a function of η and pt . At η = 3.0
the momentum resolution goes from 10% at low pt to 35%
at pt = 2.0 GeV/c, but gets about a factor of two worse at
η = 3.5. In Fig. 17 the MC simulation v2(pt ), including the
momentum resolution of the FTPCs, seems to explain the
observed flattening by smearing low pt particles to higher pt .
Thus we cannot conclude that the shape of the pt dependence
of elliptic flow at forward rapidities is different from that at
midrapidity, even though the values integrated over pt are
considerably smaller as shown in Fig. 16.
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3. High pt

Hadron yields at sufficiently high transverse momentum
in Au+Au collisions are believed to contain a significant
fraction originating from the fragmentation of high-energy
partons resulting from initial hard scatterings. Calculations
based on perturbative QCD predict that high-energy partons
traversing nuclear matter lose energy through induced gluon
radiation [36]. Energy loss (jet quenching) is expected to
depend strongly on the color charge density of the created
system and the traversed path length of the propagating
parton. Consistent with jet-quenching calculations, strong
suppression of the inclusive high-pt hadron production [10,37]
and back-to-back high-pt jetlike correlation [38] compared
to the reference p+p and d+Au systems was measured in
central Au+Au collisions at RHIC. In noncentral heavy-ion
collisions, the geometrical overlap region has an almond
shape in the transverse plane, with its short axis lying in the
reaction plane. Partons traversing such a system, on average,
experience different path lengths and therefore different energy
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Large amplitudes & 
“mass splitting” at low pT 

and high pT

dN

d�
/ 1 + 2

X

n

vn cos (n [�� n]) Estimate Ψ2 using 
forward measurements 

(particles or energy)  
and extract 

 

for identified hadrons

v2 = hcos (2 [�� 2])i

Bulk of particles behave like subatomic droplet of relativistic fluid, 
which thermalize in less than 1fm/c ~ 0.3x10-23 s
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J E T  Q U E N C H I N G  I N  Q C D

q/g

q/g

q/g

Hard scattering of two partons leads to jet production: 
scattered partons fragment and then hadronize



J E T  Q U E N C H I N G  I N  Q C D

q/g

q/g

!8

Medium-induced radition

If λ < τf, multiple scatterings  
add coherently

2ˆ~ LqE Smed αΔ

2
2
T

f k
ω

τ =

Zapp, QM09

Lc = τf,max

propagating  
parton

radiated 
gluon

Landau-Pomeranchuk-Migdal effect 
Formation time important

Radiation sees  
length ~τf at once

Energy loss depends on density:
ρ

λ
1

∝

λ

2

ˆ
⊥

≡
q

q

and nature of scattering centers 
(scattering cross section)

Transport coefficient

Partons lose energy traversing medium, due to : 
1. gluon radiation  (coherently if tform> m.f.p. ➔ L2)  
2. elastic scattering (transfer of energy to medium) 

q/g

q̂


GeV2

fm

�
/ hq2?i

�
�E / ↵sq̂L

2

transport coefficient:

↤ L ↦

Energy loss sensitive to density & coupling, 
⇒ reduction in rate at fixed pT

~ density

∆E
⇐

pT

dN/dpT



I N T E R M E Z Z O :   
H A R D  P R O C E S S  R AT E S  I N  P P  &  A A

Rpp
X = Lpp ⇥ �pp

X
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⇥ �AA

tot

⇥ hN
coll
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�pp

tot

40,000!

=<TAA>
minimum-bias rate

“partonic 
luminosity”

“mean nuclear 
thickness”



I N T E R M E Z Z O :  
T H E  “ M A S T E R  E Q U AT I O N ”  F O R  A A

NX = NAA ⇥ �pp
X hTAAi

which defines “nuclear modification factor”

RX
AA =

NX

NAA�
pp
X hTAAi

Cross sections in pp, yields in AA, and thickness from calculations 



“ C E N T R A L I T Y ”

Glauber Modeling in Nuclear Collisions 14

3 Relating the Glauber Model to Experimental Data

Unfortunately, neither Npart nor Ncoll can be directly measured in a RHIC exper-
iment. Mean values of such quantities can be extracted for classes of (Nevt) mea-
sured events via a mapping procedure. Typically a measured distribution (e.g.,
dNevt/dNch) is mapped to the corresponding distribution obtained from phe-
nomenological Glauber calculations. This is done by defining “centrality classes”
in both the measured and calculated distributions and then connecting the mean
values from the same centrality class in the two distributions. The specifics of this
mapping procedure differ both between experiments as well as between collision
systems within a given experiment. Herein we briefly summarize the principles
and various implementations of centrality definition.

3.1 Methodology
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Figure 8: A cartoon example of the correlation of the final state observable
Nch with Glauber calculated quantities (b, Npart). The plotted distribution and
various values are illustrative and not actual measurements (T. Ullrich, private
communication).

The basic assumption underlying centrality classes is that the impact param-
eter b is monotonically related to particle multiplicity, both at mid and forward
rapidity. For large b events (“peripheral”) we expect low multiplicity at mid-
rapidity, and a large number of spectator nucleons at beam rapidity, whereas
for small b events (“central”) we expect large multiplicity at mid-rapidity and a
small number of spectator nucleons at beam rapidity (Figure 8). In the simplest
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Convolve Glauber calculations with simple  
particle production models to estimate fraction  

of total AA cross section observed by each experiment 

Data is then divided into percentile bins:  
Using only monotonicity, model allows extraction 

of ⟨Npart⟩, ⟨Ncoll⟩, ⟨TAA⟩  for each bin!

Miller et al, 2007Energy measured at forward angles



E X P E R I M E N TA L  S I G N AT U R E S  O F   
J E T  Q U E N C H I N G  ( P H E N I X  @  R H I C )
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• Initial state - fewer incoming partons? (nPDF) 

• Final state - energy loss in final state?
➔ No similar deficit of direct (prompt) photons

photons

hadrons
heavy flavor

➔ For pT>6 GeV, all hadrons have 

RAA ~ 1

RAA ~ 0.2-0.4

RX
AA =

NX

NAA�
pp
X hTAAi



S T R O N G  V S .  W E A K  C O U P L I N G

C O L L E C T I V E  F L O W J E T  Q U E N C H I N G

M E D I U M  
P R O P E R T I E S

D E N S I T Y C O U P L I N G

V I S C O S I T Y /
E N T R O P Y

Determining QGP transport properties 
is one of the only known ways to  

test bound predicted using AdS/CFT (Son et al)
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V I S C O U S  H Y D R O D Y N A M I C S  

Nearly perfect fluid $ Hydrodynamic evolution
The system evolves from the initial energy density distribution

according to energy and momentum conservation:
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Viscosity is dissipative (think friction): reduces v2, and  
blurs fine structure of hydrodynamic evolution

B. Schenke, et al

t=6 fm/c

⌘

s
= 0.16
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F R A G M E N T  I I I :  I O N S  @  T H E  L H C

• Heavy ion collisions at the LHC are 
• Denser: ×2 in dN/dη / (Npart/2) 
• Hotter 
• Longer-lived 
• with dramatic increases in hard process rates: probe medium 

• The LHC is a versatile machine 
• lead-lead collisions 
• proton-proton collisions for “reference” data & an active 

“high multiplicity program” 
• proton-lead to study impact of nPDFs 
• New ions, e.g. possible Xe+Xe this fall?



C O L L I S I O N S  I N  R U N S  1  &  2

p+p p+Pb Pb+Pb
900 GeV (2009)  
2.76 TeV (2013)  
5.02 TeV (2015)  
7 TeV (2010-11)  

8 TeV (2012)  
13 TeV (2015)

 
5.02 TeV (2012-13)  

8.16 TeV (2016)  

2.76 TeV (2010-11)  
5.02 TeV (2015/18)

E V E R Y  P B + P B  &  P + P B  R U N  H A S  “ R E F E R E N C E ”  P + P  R U N



L H C  A S  A  H E AV Y  I O N  C O L L I D E R

~0.3 µb-1/day ~6 µb-1/day ~30 µb-1/day!

Huge improvements year-to-year, with a key limitation for future runs 
being burn-off from electromagnetic interactions

Lint = 3x1027/cm2sLint = 5x1026/cm2sLint = 2x1025/cm2s

R U N  1  
( 2 0 1 0 - 1 1 )

R U N  2  
( 2 0 1 5 - 2 0 1 8 )

R U N  3  
( 2 0 2 1 - 2 0 2 3 )

R U N  4  
( 2 0 2 6 - 2 0 2 9 )

0 . 1 5  n b - 1 1  n b - 1 1 0  n b - 1 ?



T H E  L H C  H E AV Y  I O N  P R O G R A M

All experiments participating, including LHCb in Run 2

ATLAS

CMS
LHCb

ALICE



F R A G M E N T  I V:  H I  D E T E C T O R S  @  T H E  L H C

1. Precise charged-particle tracking in |η|<2.5

⌘ = � ln tan(✓/2)

“pseudorapidity”



⌘ = � ln tan(✓/2)

“pseudorapidity”

1. Precise charged-particle tracking in |η|<2.5

2. Hadronic & EM calorimetry in |η|<4.9

F R A G M E N T  I V:  H I  D E T E C T O R S  @  T H E  L H C



2. Hadronic & EM calorimetry in |η|<4.93. Precise µ tracking in |η|<2.7

⌘ = � ln tan(✓/2)

“pseudorapidity”

1. Precise charged-particle tracking in |η|<2.5

F R A G M E N T  I V:  H I  D E T E C T O R S  @  T H E  L H C
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A C T  I V:  H I  D E T E C T O R S  @  T H E  L H C



by Clea, 6



A  R U N  2  P B + P B  E V E N T



• Sophisticated detectors 
• Occupancies in silicon, calorimeter, and muon 

spectrometers are no problem in central Pb+Pb 
• ALICE TPC can fully track entire HI events down to low pT 

• Powerful multi-level trigger system 
• Hardware (L1) triggers for typical collisions, muons, 

electrons, photons 
• Software-based (HLT) triggering, at nearly-full rate, for 

selecting events with jets, and even exclusive states 
• Allows utilization of full LHC delivered luminosity

F R A G M E N T  I V:  H I  D E T E C T O R S  @  T H E  L H C



E A R LY  R E S U LT S  F R O M  R U N  1  P B + P B
LHC provided first Pb+Pb collisions on Nov 7, 2010.  

RHIC provided context of where to look first

Almost immediately we observed individual collisions in ATLAS  
with one high pT jet in the calorimeter, without a clear partner  

ɸ

looking 
along z direction



F I R S T  D I R E C T  O B S E R VAT I O N  O F  J E T  
Q U E N C H I N G  AT  T H E  L H C
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HIJING+PYTHIA

∆ɸ

ET1

ET2

AJ =
ET1 � ET2

ET1 + ET2

“Dijet asymmetry”

In more central collisions,  
increasing probability of asymmetric dijet pairs, 

relative to expectations from pp or simulated Pb+Pb.  

Interestingly, the jets remain back-to-back

peripheral central

PRL 105 (2010) 252303
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A huge “ridge” structure at ∆ɸ~0 
(familiar to pp community from 2010 CMS pp measurement)

PRC 86, 014907 (2012)

“two-particle correlation function”
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Viscous hydro agrees well with LHC experimental data: 
compared with RHIC (η/s~0.12) suggests rises slowly with √s. 

√s dependence is major focus for  
STAR beam energy scan (2018-2019), sPHENIX @ RHIC (2022-) 

6 Kevin Dusling, Wei Li, Björn Schenke

Fig. 4. Model calculations compared to measurements of the harmonic decomposition of azimuthal
correlations produced in heavy ion collisions.33 The left panel shows model calculations and data
for vn vs. collision centrality in Pb+Pb collisions at

p
sNN = 2.76 TeV. The right panel shows

similar studies for the pT dependence of vn in 200 GeV Au+Au collisions. The comparison of the
two energies provides insight on the temperature dependence of ⌘/s.

(average) ellipticity is negligible. On an event-by-event basis, the initial geometry
is governed by fluctuations resulting in comparable elliptic and triangular asymme-
tries.

Of course, any set of data can be decomposed into a Fourier series and the
existence of a large elliptic anisotropy cannot be taken as proof of hydrodynamic
behavior in and of itself. Quantitative comparison with theoretical calculations, in
this case viscous relativistic hydrodynamic simulations is necessary in order to draw
any strong conclusions. On the right-hand side of Fig. 3, the extracted v

2

–v
6

data
in ultra-central Pb-Pb collisions from CMS are compared to viscous hydrodynamic
calculations using two di↵erent initial condistions (the details of which will be
discussed later). These results indicate that the produced medium has a shear
viscosity to entropy density ratio of ⌘/s ⇠ 0.08 � 0.2.

Higher-order flow components in A-A collisions can provide more stringent con-
straints on extracting both transport properties (e.g., ⌘/s) and initial-state models
of heavy-ion collisions. Indeed, the elliptic and higher-order flow phenomena have
been extensively studied at RHIC and the LHC over a wide range of collision
centrality and particle p

T

. Fig. 4 shows the comparison of p

T

-integrated vn as a
function of centrality in Pb-Pb collisions at the LHC (left) and vn as a function of
p

T

for 30–40% central Au-Au collisions at RHIC with hydrodynamic calculations
using the IP-Glasma initial-state model.33,34 The LHC data is well described by
an ⌘/s = 0.2 and at RHIC by ⌘/s = 0.12 providing indication of a temperature de-
pendence. It has now been widely accepted that in relativistic heavy-ion collisions,
a strongly-coupled medium is formed exhibiting near-ideal fluid behavior.
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FIG. 4. (Color online) Root-mean-square anisotropic flow co-
efficients ⟨v2n⟩

1/2, computed as a function of centrality, com-
pared to experimental data of vn{2}, n ∈ {2, 3, 4}, by the
ALICE collaboration [3] (points). Results are for 200 events
per centrality with bands indicating statistical errors.
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FIG. 5. (Color online) Comparison of vn(pT ) using two dif-
ferent switching times τswitch = 0.2 fm/c (wide), and 0.4 fm/c
(narrow). Experimental data by the ATLAS collaboration us-
ing the event-plane (EP) method [4] (points). Bands indicate
statistical errors.

The effect of changing the switching time from
τswitch = 0.2 fm/c to τswitch = 0.4 fm/c is shown in Fig. 5.
Results agree within statistical errors, but tend to be
slightly lower for the later switching time. The nonlinear
interactions of classical fields become weaker as the sys-
tem expands and therefore Yang-Mills dynamics is less
effective than hydrodynamics in building up flow at late
times. Yet it is reassuring that there is a window in time
where both descriptions produce equivalent results.

Because a constant η/s is at best a rough effective
measure of the evolving shear viscosity to entropy den-
sity ratio, we present results for a parametrized temper-
ature dependent η/s, following [33]. We use the same
parametrization (HH-HQ) as in [33, 34] with a minimum
of η/s(T ) = 0.08 at T = Ttr = 180MeV. The result,
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FIG. 6. (Color online) Comparison of vn(pT ) using con-
stant η/s = 0.2 and a temperature dependent η/s(T ) as
parametrized in [33]. Experimental data by the ATLAS col-
laboration using the event-plane (EP) method [4] (points).
Bands indicate statistical errors.

compared to η/s = 0.2 is shown for 20− 30% central col-
lisions in Fig. 6. The results are indistinguishable when
studying just one collision energy. The insensitivity of
our results to two very different functional forms may
suggest that a very large fraction of the magnitude of
the flow coefficients is built up at later times when η/s
is very small. Also, since second order viscous hydrody-
namics breaks down when Πµν is comparable to the ideal
terms, our framework may be inadequate for large values
of η/s.

At top RHIC energy, as shown in Fig. 7, the experi-
mental data from STAR [35] and PHENIX [1] is well de-
scribed when using a constant η/s = 0.12, which is about
40% smaller than the value at LHC. A larger effective η/s
at LHC than at RHIC was also found in [36]. The tem-
perature dependent η/s(T ) used to describe LHC data
works well for low-pT RHIC data, but underestimates
v2(pT ) and v3(pT ) for pT > 1GeV. The parametrizations
of η/s(T ) in the literature are not definitive and signif-
icant improvements are necessary. Our studies suggest
great potential for extracting the temperature dependent
properties of QCD transport coefficients by performing
complementary experiments extracting flow harmonics at
both RHIC and LHC.

In Fig. 8 we present results for v1(pT ) compared to ex-
perimental data from ALICE [37], extracted in [39], and
from ATLAS [38]. v1(pT ) cannot be positive definite be-
cause momentum conservation requires ⟨v1(pT )pT ⟩ = 0.
There is a disagreement between the experimental results
(discussed in [38]) and between theory and experiment at
LHC. On the other hand, v1(pT ) at RHIC is very well re-
produced (see Fig. 7). One possible explanation for the
data crossing v1(pT ) = 0 at a lower pT than the calcu-
lation at LHC could be the underestimation of the pion
pT -spectra at very low pT – see Fig. 2. However, this is

Gale et al, PRL 110 (2012) 012032
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FIG. 8. (Color online) v1(pT ) compared to experimental data
from the ALICE [37] and ATLAS [38] collaborations.

not necessarily the only explanation. In fact, for RHIC
energies, calculated pion spectra also underestimate the
data for pT < 300MeV but v1(pT ) is well reproduced.
We present event-by-event distributions of v2, v3, and

v4 compared to results from the ATLAS collaboration
[40, 41] in Fig. 9. We chose 20-25% central events be-
cause eccentricity distributions from neither MC-Glauber
nor MC-KLN models agree with the experimental data
in this bin [41]. To compare data with the distribution
of initial eccentricities [42] from the IP-Glasma model
and the final vn distributions after hydrodynamic evolu-
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FIG. 9. (Color online) Scaled distributions of v2, v3, and v4
(from top to bottom) compared to experimental data from
the ATLAS collaboration [40, 41]. 1300 events. Bands are
systematic experimental errors.

tion, we scaled the distributions by their respective mean
value. We find that the initial eccentricity distributions
are a good approximation to the distribution of experi-
mental vn. Only for v4 (and less so for v2) the large vn
end of the experimental distribution is much better de-
scribed by the hydrodynamic vn distribution than the εn
distribution. This can be explained by non-linear mode
coupling becoming important for large values of v2 and
v4.

In summary, we have shown that the IP-
Glasma+music model gives very good agreement
to multiplicity and flow distributions at RHIC and LHC.
By including properly sub-nucleon scale color charge
fluctuations and their resulting early time CYM dynam-
ics, this model significantly extends previous studies in
the literature [19, 36, 43–47]. Omitted in all studies
including ours is the stated dynamics of instabilities and
strong scattering in over-occupied classical fields that

Nearly perfect fluid $ Hydrodynamic evolution
The system evolves from the initial energy density distribution

according to energy and momentum conservation:

@

µ

T

µ⌫
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T

µ⌫

= (✏+ P )u
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u

⌫ � Pg

µ⌫

+ ⇡
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MUSIC B. Schenke, S. Jeon, C. Gale, Phys. Rev. C82, 014903 (2010); Phys.Rev.Lett.106, 042301 (2011)

3+1D event-by-event relativistic viscous hydrodynamic simulation

initial ideal
shear viscosity
⌘/s = 0.16

evolve to

⌧ = 6 fm/c

Björn Schenke (BNL) TRW2012 BNL 4/26

In principle, initial state 
fluctuates into a different 

shape in each event: 
expect flow fluctuations: 

i.e. “v2” is really just a  
particular moment of p(v2)

Measured directly by ATLAS, 
and indirectly using  
cumulant expansion

Also described in event-by-event  
hydro calculations of Gale, et al, 

using IP-Glasma initial state

p(v4) tails 
need hydro
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Established the presence of jet quenching 

Provided data on collective expansion to constrain the  
initial conditions and transport properties 

Almost all new heavy ion data 
(whether energy, system, or new detectors)  

provides striking new insights!
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PYTHIA 6.425 rapidity shape  
scaled up by σZ

NNLO⟨TAA⟩ 
W yields corrected to 
fiducial region, scaled 

by Ncoll 

G. AAD et al. PHYSICAL REVIEW C 93, 034914 (2016)
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FIG. 7. Fully corrected normalized yields of prompt photons as a function of pT in |η| < 1.37 [(a)–(d)] and 1.52 ! |η| < 2.37 [(e)–(h)]
using tight photon selection, isolation cone size "Riso = 0.3, and isolation transverse energy of less than 6 GeV, divided by JETPHOX predictions
for pp collisions, which implement the same isolation selection. The combined scale and PDF uncertainty on the JETPHOX calculation is shown
by the gray line with yellow area. In addition, two other JETPHOX calculations are shown, also divided by the pp results: Pb + Pb collisions
with no nuclear modification (black line with gray area) and Pb + Pb collisions with EPS09 nuclear modifications (gray line with blue area).
Statistical uncertainties are shown by the bars. Systematic uncertainties on the photon yields are combined and shown by the upper and lower
braces. The scale uncertainties owing only to ⟨TAA⟩ are tabulated for each bin in Table I.

for Pb + Pb (both with A = 208) collisions using the standard
PDF. The other incorporates nuclear modifications to the
nucleon parton distributions using the EPS09 [1] PDF set,
which are x- and Q2-dependent modifications of the CTEQ 6.1

PDF, defined as ratios of the standard PDF as a function of x at a
hardness scale Q2

0 = 1.69 GeV2 and evolved to the relevant Q2

using standard DGLAP evolution. The EPS09 modifications
have their own set of 15 uncertainty eigenvectors, which are
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FIG. 8. Fully corrected yields of prompt photons as a function of pT in 1.52 ! |η| < 2.37 divided by that measured in |η| < 1.37 using the
tight photon selection, isolation cone size "Riso = 0.3, and isolation transverse energy of 6 GeV for four centrality intervals [(a)–(d)]. The
yield ratio is compared to JETPHOX 1.3 predictions that implement the same isolation selection for three different configurations: pp collisions
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Photon yields, 
scaled by ⟨TAA⟩, 

compared to pQCD 

Geometry is under control, but no strong modifications observed: 
Standard Model works very well for HI.   

With increased precision, look for small nPDF effects in Run 2
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Dijet asymmetry updated 
(more sophisticated 

analysis procedure!) as 
measurement of xJ = pT2/pT1 

Surprising peak structure  
at xJ~0.5 in 0-10%, 

disappearing in peripheral events, 
and when pT1 > 200 GeV
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Jet suppression remains 
nearly constant out to ~1 TeV,  
but observed rise required the 

new Run 2 data 

Jet suppression has a weak 
rapidity dependence except  

for the highest pT’s available from 
the Run 2 data!  
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“Golden channel” for jet quenching, where the boson tags  
the primary scattering, and only the jet is modified. 
CMS results incorporate detector effects, but results 

unfolding these to particle level on the way!
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We have established collective behavior in Pb+Pb,  
associated with the “ridge” structure near ∆ɸ=0: 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We have established collective behavior in Pb+Pb,  
what about smaller systems?

For “peripheral” p+p & p+Pb, no long range behavior at ∆ɸ=0
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Increase the multiplicity, and a “ridge” appears!

We have established collective behavior in Pb+Pb,  
what about smaller systems?



F I R S T  R E S U LT S  F R O M  T H E  P + P B  “ P I L O T  R U N ”

• A brief ~8 hour run in September 2012
CMS Collaboration / Physics Letters B 718 (2013) 795–814 797

in approximately the same direction and thus having full pair ac-
ceptance (with a bin width of 0.3 in !η and π/16 in !φ). There-
fore, the ratio B(0,0)/B(!η,!φ) is the pair-acceptance correction
factor used to derive the corrected per-trigger-particle associated
yield distribution. The signal and background distributions are first
calculated for each event, and then averaged over all the events
within the track multiplicity class.

Each reconstructed track is weighted by the inverse of an effi-
ciency factor, which accounts for the detector acceptance, the re-
construction efficiency, and the fraction of misreconstructed tracks.
Detailed studies of tracking efficiencies using MC simulations and
data-based methods can be found in [23]. The combined geometri-
cal acceptance and efficiency for track reconstruction exceeds 50%
for pT ≈ 0.1 GeV/c and |η| < 2.4. The efficiency is greater than 90%
in the |η| < 1 region for pT > 0.6 GeV/c. For the multiplicity range
studied here, little or no dependence of the tracking efficiency on
multiplicity is found and the rate of misreconstructed tracks re-
mains at the 1–2% level.

Simulations of pp, pPb and peripheral PbPb collisions using the
pythia, hijing and hydjet event generators, respectively, yield ef-
ficiency correction factors that vary due to the different kinematic
and mass distributions for the particles produced in these gen-
erators. Applying the resulting correction factors from one of the
generators to simulated data from one of the others gives asso-
ciated yield distributions that agree within 5%. Systematic uncer-
tainties due to track quality cuts and potential contributions from
secondary particles (including those from weak decays) are exam-
ined by loosening or tightening the track selections on dz/σ (dz)
and dT /σ (dT ) from 2 to 5. The associated yields are found to be
insensitive to these track selections within 2%.

5. Results

Fig. 1 compares 2-D two-particle correlation functions for
events with low (a) and high (b) multiplicity, for pairs of charged
particles with 1 < pT < 3 GeV/c. For the low-multiplicity selec-
tion (Noffline

trk < 35), the dominant features are the correlation peak
near (!η,!φ) = (0,0) for pairs of particles originating from the
same jet and the elongated structure at !φ ≈ π for pairs of parti-
cles from back-to-back jets. To better illustrate the full correlation
structure, the jet peak has been truncated. High-multiplicity events
(Noffline

trk ! 110) also show the same-side jet peak and back-to-
back correlation structures. However, in addition, a pronounced
“ridge”-like structure emerges at !φ ≈ 0 extending to |!η| of at
least 4 units. This observed structure is similar to that seen in
high-multiplicity pp collision data at

√
s = 7 TeV [17] and in AA

collisions over a wide range of energies [3–10].
As a cross-check, correlation functions were also generated for

tracks paired with ECAL photons, which originate primarily from
decays of π0s, and for pairs of ECAL photons. These distributions
showed similar features as those seen in Fig. 1, in particular the
ridge-like correlation for high multiplicity events.

To investigate the long-range, near-side correlations in finer
detail, and to provide a quantitative comparison to pp results,
one-dimensional (1-D) distributions in !φ are found by averag-
ing the signal and background two-dimensional (2-D) distributions
over 2 < |!η| < 4 [7,8,17]. In the presence of multiple sources of
correlations, the yield for the correlation of interest is commonly
estimated using an implementation of the zero-yield-at-minimum
(ZYAM) method [26]. A second-order polynomial is first fitted to
the 1-D !φ correlation function in the region 0.1 < |!φ| < 2. The
minimum value of the polynomial, CZYAM, is then subtracted from
the 1-D !φ correlation function as a constant background (con-
taining no information about correlations) to shift its minimum
to be at zero associated yield. The statistical uncertainty on the

Fig. 1. 2-D two-particle correlation functions for 5.02 TeV pPb collisions for pairs of
charged particles with 1 < pT < 3 GeV/c. Results are shown (a) for low-multiplicity
events (Noffline

trk < 35) and (b) for a high-multiplicity selection (Noffline
trk ! 110). The

sharp near-side peaks from jet correlations have been truncated to better illustrate
the structure outside that region.

minimum level of 1
Ntrig

dNpair

d!φ obtained by the ZYAM procedure as
well as the deviations found by varying the fit range in !φ give
an absolute uncertainty of ±0.0015 on the associated yield, inde-
pendent of multiplicity and pT.

Fig. 2 shows the results for pPb data (solid circles) for various
selections in pT and multiplicity Noffline

trk , with pT increasing from
left to right and multiplicity increasing from top to bottom. The
results for pp data at

√
s = 7 TeV, obtained using the same proce-

dure [17], are also plotted (open circles).
A clear evolution of the !φ correlation function as a function

of both pT and Noffline
trk is observed. For the lowest multiplicity se-

lection in pp and pPb the correlation functions have a minimum
at !φ = 0 and a maximum at !φ = π , reflecting the correla-
tions from momentum conservation and the increasing contribu-
tion from back-to-back jet-like correlations at higher pT. Results
from the hijing [24] model (version 1.383), shown as dashed lines,
qualitatively reproduce the shape of the correlation function for
low Noffline

trk .
For multiplicities Noffline

trk ! 35, a second local maximum near
|!φ| ≈ 0 emerges in the pPb data, corresponding to the near-side,
long-range ridge-like structure. In pp data, this second maximum
is clearly visible only for Noffline

trk > 90. For both pp and pPb col-
lisions, this near-side correlated yield is largest in the 1 < pT <
2 GeV/c range and increases with increasing multiplicity. While
the evolution of the correlation function is qualitatively similar in
pp and pPb data, the absolute near-side correlated yield is signifi-
cantly larger in the pPb case.

In contrast to the data, the hijing calculations show a correlated
yield of zero at !φ = 0 for all multiplicity and pT selections. The

798 CMS Collaboration / Physics Letters B 718 (2013) 795–814

Fig. 2. Correlated yield obtained from the ZYAM procedure as a function of |!φ| averaged over 2 < |!η| < 4 in different pT and multiplicity bins for 5.02 TeV pPb data (solid
circles) and 7 TeV pp data (open circles). The pT selection applies to both particles in each pair. Statistical uncertainties are smaller than the marker size. The subtracted ZYAM
constant is listed in each panel. Also shown are pPb predictions for hijing [24] (dashed curves) and a hydrodynamic model [25] (solid curves shown for 1 < pT < 2 GeV/c).

long-range, near-side enhancement is also absent in simulated pp
collision events with the pythia [27,28] event generator (version
6.4.24) and in simulated pPb collisions with the ampt [29] model
(version 1.25/2.25).

Long-range correlations in pPb collisions have been quantita-
tively predicted in models assuming a collective hydrodynamic ex-
pansion of a system with fluctuating initial conditions [25]. The
correlation resulting from the predicted elliptic and triangular flow
components for pPb collisions at

√
sN N = 4.4 TeV are compared to

the observed correlation in Fig. 2 for the 1 < pT < 2 GeV/c selec-
tion (solid line, second column). The magnitudes for elliptic and
triangular flow of v2 = 0.066 and v3 = 0.037 correspond to those
given in Ref. [25] for the highest multiplicity selection and the av-
erage value of pT ≈ 1.4 GeV/c found in the data. The same v2
and v3 coefficients were used for all multiplicity classes, show-
ing the multiplicity dependence of the correlated yield assuming a
constant flow effect. While this provides an indicative and useful
illustration of the magnitude of the observed near-side enhance-
ment, a detailed quantitative comparison of the model and data
will need to include the additional non-hydrodynamical correla-
tions from back-to-back jets, as well as the effects of momentum

conservation, which suppress the correlation near !φ ≈ 0 relative
to !φ ≈ π .

The ridge-like structure in pPb collisions was also predicted to
arise from initial state gluon correlations in the color-glass conden-
sate framework, where the contribution of collimated gluon emis-
sions is significantly enhanced in the gluon saturation regime [30].
This model qualitatively predicts the increase in the correlation
strength for higher multiplicity pPb collisions, although it remains
to be seen if the large associated yield seen in the highest mul-
tiplicity selection can be quantitatively reproduced in the calcula-
tion.

The strength of the long-range, near-side correlations can be
further quantified by integrating the correlated yield from Fig. 2
over |!φ| < 1.2 using 12 classes of multiplicity. The resulting inte-
grated “ridge yield”, normalized by the width of the pT interval, is
plotted as a function of particle pT and event multiplicity in Fig. 3
for pp (open circles) and pPb (solid circles) data. The error bars
correspond to statistical uncertainties, while the shaded boxes in-
dicate the systematic uncertainties.

Fig. 3(a) shows that the ridge yield for events with Noffline
trk !

110 peaks in the region 1 < pT < 2 GeV/c for both collision

Ridge amplitude studied relative to “ZYAM”,  
assume zero yield at the minimum
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• First reported by ALICE 
• Subtracted 60-100% central 

from the other centralities, 
to observe “double ridge”Long-range angular correlations in p–Pb collisions ALICE Collaboration

Fig. 2: Associated yield per trigger particle as a function of Dj averaged over |Dh | < 1.8 for pairs of
charged particles with 2< pT,trig < 4 GeV/c and 1< pT,assoc < 2 GeV/c in p–Pb collisions at

p
sNN = 5.02

TeV for different event classes, and in pp collisions at 2.76 and 7 TeV. The yield between the peaks
(determined at Dj ⇡ 1.3) has been subtracted in each case. Only statistical uncertainties are shown;
systematic uncertainties are less than 0.01 (absolute) per bin.

on the away side, is discussed further below.

The top right panel in Fig. 3 shows the projection of Fig. 3 (left) onto Dh averaged over different
Dj intervals. The near-side and away-side distributions are flat apart from the discussed small
peak around Dh = 0. The bottom right panel shows the projection to Dj , where a modulation is
observed. For comparison, the subtracted associated yield for HIJING simulated events shifted
to the baseline of the data is also shown, where no significant modulation remains. To quantify
the near-side and away-side excess structures, the following functional form

1/NtrigdNassoc/dDj = a0 +2a2 cos(2Dj)+2a3 cos(3Dj) (2)

is fit to the data in multiplicity and pT intervals. The fits have a c2/ndf of less than 1.5 with
and less than 1.8 without the a3 cos(3Dj) term in the different pT and multiplicity intervals,
indicating that the data are well described by the fits. An example for the fit with and without
the a3 cos(3Dj) term is shown in the bottom right panel of Fig. 3. The fit parameters a2 and
a3 are a measure of the absolute modulation in the subtracted per-trigger yield and character-
ize a modulation relative to the baseline b in the higher multiplicity class assuming that such
a modulation is not present in the 60–100% event class. This assumption has been checked
by subtracting the yields obtained in

p
s = 2.76 and 7 TeV pp collisions from the yields ob-

tained for the 60–100% p–Pb event class and verifying that in both cases no significant signal
remains. Therefore, the Fourier coefficients vn of the corresponding single-particle distribution,
commonly used in the analysis of particle correlations in nucleus–nucleus collisions [15], can
be obtained in bins where the pT,trig and pT,assoc intervals are identical using

vn =
p

an/b. (3)

The baseline b is evaluated in the higher-multiplicity class in the region |Dj � p/2| < 0.2,
corrected for the fact that it is obtained in the minimum of Eq. 2. A potential bias due to
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Fig. 3: Left: Associated yield per trigger particle in Dj and Dh for pairs of charged particles with
2 < pT,trig < 4 GeV/c and 1 < pT,assoc < 2 GeV/c in p–Pb collisions at

p
sNN = 5.02 TeV for the 0–20%

multiplicity class, after subtraction of the associated yield obtained in the 60–100% event class. Top
right: the associated per-trigger yield after subtraction (as shown on the left) projected onto Dh averaged
over |Dj| < p/3 (black circles), |Dj �p| < p/3 (red squares), and the remaining area (blue triangles,
Dj < �p/3, p/3 < Dj < 2p/3 and Dj > 4p/3). Bottom right: as above but projected onto Dj av-
eraged over 0.8 < |Dh | < 1.8 on the near side and |Dh | < 1.8 on the away side. Superimposed are fits
containing a cos(2Dj) shape alone (black dashed line) and a combination of cos(2Dj) and cos(3Dj)
shapes (red solid line). The blue horizontal line shows the baseline obtained from the latter fit which
is used for the yield calculation. Also shown for comparison is the subtracted associated yield when
the same procedure is applied on HIJING shifted to the same baseline. The figure shows only statisti-
cal uncertainties. Systematic uncertainties are mostly correlated and affect the baseline. Uncorrelated
uncertainties are less than 1%.

the above-mentioned incomplete near-side peak subtraction on v2 and v3 is evaluated in the
following way: a) the size of the near-side exclusion region is changed from |Dh | < 0.8 to
|Dh |< 1.2; b) the residual near-side peak above the ridge is also subtracted from the away side
by mirroring it at Dj = p/2 accounting for the general pT-dependent difference of near-side
and away-side jet yields due to the kinematic constraints and the detector acceptance, which is
evaluated using the lowest multiplicity class; and c) the lower multiplicity class is scaled before
the subtraction such that no residual near-side peak above the ridge remains. The resulting
differences in v2 (up to 15%) and v3 coefficients (up to 40%) when applying these approaches
have been added to the systematic uncertainties.

The coefficients v2 and v3 are shown in the left panel of Fig. 4 for different event classes. The
coefficient v2 increases with increasing pT, and shows only a small dependence on multiplicity.
In the 0–20% event class, v2 increases from 0.06±0.01 for 0.5 < pT < 1 GeV/c to 0.12±0.02
for 2 < pT < 4 GeV/c, while v3 is about 0.03 and shows, within large errors, an increasing trend
with pT. Reference [34] gives predictions for two-particle correlations arising from collective
flow in p–Pb collisions at the LHC in the framework of a hydrodynamical model. The values
for v2 and v3 coefficients, as well as the pT and the multiplicity dependences, are in qualitative
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Dj < �p/3, p/3 < Dj < 2p/3 and Dj > 4p/3). Bottom right: as above but projected onto Dj av-
eraged over 0.8 < |Dh | < 1.8 on the near side and |Dh | < 1.8 on the away side. Superimposed are fits
containing a cos(2Dj) shape alone (black dashed line) and a combination of cos(2Dj) and cos(3Dj)
shapes (red solid line). The blue horizontal line shows the baseline obtained from the latter fit which
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|Dh |< 1.2; b) the residual near-side peak above the ridge is also subtracted from the away side
by mirroring it at Dj = p/2 accounting for the general pT-dependent difference of near-side
and away-side jet yields due to the kinematic constraints and the detector acceptance, which is
evaluated using the lowest multiplicity class; and c) the lower multiplicity class is scaled before
the subtraction such that no residual near-side peak above the ridge remains. The resulting
differences in v2 (up to 15%) and v3 coefficients (up to 40%) when applying these approaches
have been added to the systematic uncertainties.

The coefficients v2 and v3 are shown in the left panel of Fig. 4 for different event classes. The
coefficient v2 increases with increasing pT, and shows only a small dependence on multiplicity.
In the 0–20% event class, v2 increases from 0.06±0.01 for 0.5 < pT < 1 GeV/c to 0.12±0.02
for 2 < pT < 4 GeV/c, while v3 is about 0.03 and shows, within large errors, an increasing trend
with pT. Reference [34] gives predictions for two-particle correlations arising from collective
flow in p–Pb collisions at the LHC in the framework of a hydrodynamical model. The values
for v2 and v3 coefficients, as well as the pT and the multiplicity dependences, are in qualitative
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Long-range angular correlations on the near and away side
in p–Pb collisions at psNN= 5.02 TeV

ALICE Collaboration⇤

Abstract

Angular correlations between charged trigger and associated particles are measured by the
ALICE detector in p–Pb collisions at a nucleon–nucleon centre-of-mass energy of 5.02 TeV
for transverse momentum ranges within 0.5< pT,assoc < pT,trig < 4 GeV/c. The correlations
are measured over two units of pseudorapidity and full azimuthal angle in different intervals
of event multiplicity, and expressed as associated yield per trigger particle. Two long-range
ridge-like structures, one on the near side and one on the away side, are observed when
the per-trigger yield obtained in low-multiplicity events is subtracted from the one in high-
multiplicity events. The excess on the near-side is qualitatively similar to that recently
reported by the CMS collaboration, while the excess on the away-side is reported for the
first time. The two-ridge structure projected onto azimuthal angle is quantified with the sec-
ond and third Fourier coefficients as well as by near-side and away-side yields and widths.
The yields on the near side and on the away side are equal within the uncertainties for all
studied event multiplicity and pT bins, and the widths show no significant evolution with
event multiplicity or pT. These findings suggest that the near-side ridge is accompanied by
an essentially identical away-side ridge.

⇤See Appendix A for the list of collaboration members
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• Followed closely by ATLAS 
• Same technique, using the backwards 

ET to define quasi-centrality bins

are shown in panels (c) and (d). Qualitatively, the differ-
ences have a similar pa

T dependence and magnitude on the
near-side and away-side; they rise with pa

T and reach a
maximum around 3–4 GeV. This pattern is visible for the
near-side even before subtraction, as shown in panel (a),
but is less evident in the unsubtracted away-side due to the
dominant contribution of the recoil component. A similar
dependence is observed for long-range correlations in
Pbþ Pb collisions at approximately the same pT [22,23].

The relative amplitude of the cosn!! modulation of
!Yð!!Þ, cn, for n ¼ 2; 3 can be estimated using an, and
the extracted value of bZYAM for central events,

cn ¼ an=ðbCZYAM þ a0Þ: (3)

Figure 4(e) shows c2 and c3 as a function of pa
T for 0:5<

pb
T < 4 GeV. The value of c2 is much larger than c3 and

exhibits a behavior similar to !Yð!!Þ at the near-side and
away-side. Using the techniques discussed in Ref. [23], cn
can be converted into an estimate of sn, the average nth
Fourier coefficient of the event-by-event single-particle !
distribution, by assuming the factorization relation
cnðpa

T; p
b
TÞ ¼ snðpa

TÞsnðpb
TÞ. From this, snðpa

TÞ is calculated
as snðpa

TÞ ¼ cnðpa
T; p

b
TÞ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cnðpb

T; p
b
TÞ

q
, where cnðpb

T; p
b
TÞ is

obtained from Eq. (3) using the an extracted from the
difference between the central and peripheral data shown
in Fig. 2(c). The s2ðpa

TÞ values obtained this way exceed 0.1

at%2–4 GeV, as shown in Fig. 4(f). The s3ðpa
TÞ values are

smaller than s2ðpa
TÞ over the measured pT range. The

factorization relation used to compute s2ðpa
TÞ is found to

be valid within 10%–20% when selecting different sub-
ranges of pb

T within 0.5–4 GeV, while the precision of
s3ðpa

TÞ data does not allow a quantitative test of the facto-
rization. The analysis is also repeated for correlation func-
tions separately constructed from like-sign pairs and
unlike-sign pairs, and the resulting cn and sn coefficients
are found to be consistent within their statistical and sys-
tematic uncertainties.
In summary, ATLAS has measured two-particle correla-

tion functions in
ffiffiffiffiffiffiffiffi
sNN

p ¼ 5:02 TeV pþ Pb collisions in
different intervals of "EPb

T over 2< j!"j< 5. An away-
side contribution is observed that grows rapidly with
increasing"EPb

T andwhichmatchesmany essential features
of the near-side ridge observed here, as well as in previous
high-multiplicity pþ p, pþ Pb and Pbþ Pb data at the
LHC. Thus, while the ridge in pþ p and pþ Pb collisions
has been characterized as a near-side phenomenon, these
results show that it has both near-side and away-side com-
ponents that are symmetric around !!% #=2, with a !!
dependence that is approximately described by a cos2!!
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FIG. 3 (color online). Distributions of per-trigger yield in the
peripheral and the central event activity classes and their differ-
ences (solid symbols), for different ranges of pa

T and 0:5< pb
T <

4GeV, together with functions a0 þ 2a2 cos2!! (solid line) and
a0 þ 2a2 cos2!!þ 2a3 cos3!! (dashed line) obtained via a
Fourier decomposition (see text). The values for the ZYAM-
determined pedestal levels are indicated on each panel for
peripheral (bPZYAM) and central (bCZYAM) "E

Pb
T bins.
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FIG. 4 (color online). Integrated per-trigger yields, Yint (see
text), vs pa

T for 0:5< pb
T < 4 GeV in peripheral and central

events, on the (a) near-side and (b) away-side. The panels (c)
and (d) show the difference, !Yint. Panels (e) and (f) show the pT

dependence of cn and sn for n ¼ 2; 3, respectively. The error
bars and shaded boxes represent the statistical and systematic
uncertainties, respectively.
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(the away-side) is also broadened relative to peripheral
events, consistent with the presence of a long-range com-
ponent in addition to that seen in peripheral events.

The strength of the long-range component is quantified
by the ‘‘per-trigger yield,’’ Yð!!Þ, which measures the
average number of particles correlated with each trigger
particle, folded into the 0-" range [2,17–19],

Yð!!Þ ¼
!R

Bð!!Þd!!
"Na

"
Cð!!Þ $ bZYAM; (2)

where Na denotes the number of efficiency-weighted trig-
ger particles, and bZYAM represents the pedestal arising
from uncorrelated pairs. The parameter bZYAM is deter-
mined via a zero-yield-at-minimum (ZYAM) method
[17,21] in which a second-order polynomial fit to Cð!!Þ
is used to find the location of the minimum point,!!ZYAM,
and from this to determine bZYAM. The stability of the fit is
studied by varying the !! fit range. The uncertainty in
bZYAM depends on the local curvature around !!ZYAM,
and is estimated to be 0.03%–0.1% of the minimum value
of Cð!!Þ. At high pT where the number of measured
counts is low, this uncertainty is of the same order as the
statistical uncertainty.

The systematic uncertainties due to the tracking effi-
ciency are found to be negligible for Cð!!Þ, since detector
effects largely cancel in the correlation function ratio.

However Yð!!Þ is sensitive to the uncertainty on the track-
ing efficiency correction for the associated particles. This
uncertainty is estimated by varying the track quality cuts
and the detector material in the simulation, reanalyzing the
data using corresponding Monte Carlo efficiencies and
evaluating the change in the extracted Yð!!Þ. The resulting
uncertainty on Yð!!Þ is estimated to be 2.5% due to the
track selection and 2%–3% related to the limited knowledge
of detector material. The analysis procedure is validated by
measuring correlation functions in fully simulated HIJING

events [15,16] and comparing it to the correlations mea-
sured using the generated particles. The agreement is better
than 2% for Cð!!Þ and better than 3% for Yð!!Þ.
Figure 2(c) shows the Yð!!Þ distributions for 2<

j!#j< 5 in peripheral and central events separately. The
yield for the peripheral events has an approximate 1$
cos!! shape with an away-side maximum, characteristic
of a recoil contribution. In contrast, the yield in the central
events has near-side and away-side peaks with the away-
side peak having a larger magnitude. These features are
consistent with the onset of a significant cos2!! compo-
nent in the distribution. To quantify further the properties
of these long-range components, the distributions are inte-
grated over j!!j< "=3 and j!!j> 2"=3, and plotted as
a function of"EPb

T in Fig. 2(d). The near-side yield is close
to 0 for "EPb

T < 20 GeV and increases with "EPb
T , consis-

tent with the CMS result [8]. The away-side yield shows a
similar variation as a function of "EPb

T , except that it starts
at a value significantly above zero, even for events with low
"EPb

T . The yield difference between these two regions is
found to be approximately independent of"EPb

T , indicating
that the growth in the yield with increasing "EPb

T is the
same on the near-side and away-side.
To further investigate the connection between the near-

side and away-side, the Yð!!Þ distributions for peripheral
and central events are shown in Fig. 3 in various pa

T ranges
with 0:5< pb

T < 4 GeV. Distributions of the difference
between central and peripheral yields, !Yð!!Þ, are also
shown in this Figure. This difference is observed to be
nearly symmetric around !! ¼ "=2. To illustrate this
symmetry, the !Yð!!Þ distributions in Fig. 3 are overlaid
with functions a0 þ 2a2 cos2!! and a0 þ 2a2 cos2!!þ
2a3 cos3!!, with the coefficients calculated as an ¼
h!Yð!!Þ cosn!!i. Using only the a0 and a2 terms
describes the !Y distributions reasonably well, indicating
that the long-range component of the two-particle correla-
tions can be approximately described by a recoil contribu-
tion plus a!!-symmetric component. The inclusion of the
a3 term improves slightly the agreement with the data.
The near-side and away-side yields integrated over

j!!j< "=3 and j!!j> 2"=3, respectively (Yint), and
the differences between those integrated yields in central
and peripheral events (!Yint) are shown in Fig. 4 as a
function of pa

T. The yields are shown separately for the
two "EPb

T ranges in panels (a) and (b) and the differences
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FIG. 2 (color online). Two-dimensional correlation functions
for (a) peripheral events and (b) central events, both with a
truncated maximum to suppress the large correlation at
ð!#;!!Þ ¼ ð0; 0Þ; (c) the per-trigger yield !! distribution
together with pedestal levels for peripheral (bPZYAM) and central
(bCZYAM) events, and (d) integrated per-trigger yield as function
of "EPb

T for pairs in 2< j!#j< 5. The shaded boxes represent
the systematic uncertainties, and the statistical uncertainties are
smaller than the symbols.
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Observation of Associated Near-Side and Away-Side Long-Range Correlations
in

ffiffiffiffiffiffiffiffiffi
sNN

p ¼ 5:02 TeV Proton-Lead Collisions with the ATLAS Detector

G. Aad et al.*

(ATLAS Collaboration)
(Received 20 December 2012; published 1 May 2013)

Two-particle correlations in relative azimuthal angle (!!) and pseudorapidity (!") are measured inffiffiffiffiffiffiffiffi
sNN

p ¼ 5:02 TeV pþ Pb collisions using the ATLAS detector at the LHC. The measurements are

performed using approximately 1 #b#1 of data as a function of transverse momentum (pT) and the

transverse energy ("EPb
T ) summed over 3:1< "< 4:9 in the direction of the Pb beam. The correlation

function, constructed from charged particles, exhibits a long-range (2< j!"j< 5) ‘‘near-side’’ (!!$ 0)
correlation that grows rapidly with increasing "EPb

T . A long-range ‘‘away-side’’ (!!$ $) correlation,
obtained by subtracting the expected contributions from recoiling dijets and other sources estimated using

events with small "EPb
T , is found to match the near-side correlation in magnitude, shape (in !" and !!)

and "EPb
T dependence. The resultant !! correlation is approximately symmetric about $=2, and is

consistent with a dominant cos2!! modulation for all "EPb
T ranges and particle pT.

DOI: 10.1103/PhysRevLett.110.182302 PACS numbers: 25.75.#q

Proton-nucleus (pþ A) collisions at the Large Hadron
Collider (LHC) provide both an interesting environment
for the study of QCD at high parton density and important
baseline measurements, especially for the interpretation of
results from the LHC Pbþ Pb program [1]. In particular, it
has been suggested that pþ Pb collisions at LHC energies
are an important system for the study of a possible satura-
tion of the growth of parton densities at low Bjorken-x.

High-multiplicity events provide a rich environment for
studying observables associated with high parton densities
in hadronic collisions. An important tool to probe the
physics of these events is the two-particle correlation
function measured in terms of the relative pseudorapidity
(!") and azimuthal angle (!!) of selected particle pairs,
Cð!";!!Þ. The first studies of two-particle correlation
functions in the highest-multiplicity pþ p collisions at the
LHC [2] showed an enhanced production of pairs of par-
ticles at !!$ 0, with the correlation extending over a
wide range in !", a feature frequently referred to as a
‘‘ridge.’’ Many of the physics mechanisms proposed to
explain the pþ p ridge, including multiparton interactions
[3], parton saturation [4–6], and collective expansion of the
final state [7], are also expected to be relevant in pþ Pb
collisions. A recent measurement by the CMS
Collaboration [8] has demonstrated that a ridge is clearly
visible over j!"j< 4 in high-multiplicity pþ Pb colli-
sions at the LHC. During final preparation of this Letter,
the ALICE Collaboration submitted a Letter addressing

similar physics, within the range j!"j< 1:8, with some
differences in the analysis technique [9].
To provide further insight into the physical origin of

these long-range correlations, this Letter presents ATLAS
measurements of two-particle angular correlations over
j!"j< 5 in pþ Pb collisions, based on an integrated
luminosity of approximately 1 #b#1 recorded during a
short run in September 2012. The LHC was configured
with a 4 TeV proton beam and a 1.57 TeV per-nucleon Pb
beam that together produced collisions with a nucleon-
nucleon center-of-mass energy of

ffiffiffiffiffiffiffiffi
sNN

p ¼ 5:02 TeV
and a rapidity shift of #0:47 relative to the ATLAS rest
frame [10].
The measurements presented in this Letter are per-

formed using the ATLAS inner detector (ID), forward
calorimeters (FCal), minimum-bias trigger scintillators
(MBTS), and the trigger and data acquisition systems
[11]. The ID measures charged particles within j"j< 2:5
using a combination of silicon pixel detectors, silicon
microstrip detectors, and a straw-tube transition radiation
tracker, all immersed in a 2 Taxial magnetic field [12]. The
MBTS detect charged particles over 2:1< j"j< 3:9 using
two hodoscopes of 16 counters positioned at z ¼ '3:6 m.
The FCal consists of two sections that cover 3:1< j"j<
4:9. The FCal modules are composed of tungsten and
copper absorbers with liquid argon as the active medium,
which together provide 10 interaction lengths of material.
Minimum-bias pþ Pb collisions are selected by a trigger
that requires a signal in at least two MBTS counters.
The pþ Pb events used for this analysis are required to

have a reconstructed vertex containing at least two asso-
ciated tracks, with its z position satisfying jzvtxj<
150 mm. Noncollision backgrounds and photonuclear
interactions are suppressed by requiring at least one hit
in a MBTS counter on each side of the interaction point,

*Full author list given at the end of the article.
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are shown in panels (c) and (d). Qualitatively, the differ-
ences have a similar pa

T dependence and magnitude on the
near-side and away-side; they rise with pa

T and reach a
maximum around 3–4 GeV. This pattern is visible for the
near-side even before subtraction, as shown in panel (a),
but is less evident in the unsubtracted away-side due to the
dominant contribution of the recoil component. A similar
dependence is observed for long-range correlations in
Pbþ Pb collisions at approximately the same pT [22,23].

The relative amplitude of the cosn!! modulation of
!Yð!!Þ, cn, for n ¼ 2; 3 can be estimated using an, and
the extracted value of bZYAM for central events,

cn ¼ an=ðbCZYAM þ a0Þ: (3)

Figure 4(e) shows c2 and c3 as a function of pa
T for 0:5<

pb
T < 4 GeV. The value of c2 is much larger than c3 and

exhibits a behavior similar to !Yð!!Þ at the near-side and
away-side. Using the techniques discussed in Ref. [23], cn
can be converted into an estimate of sn, the average nth
Fourier coefficient of the event-by-event single-particle !
distribution, by assuming the factorization relation
cnðpa

T; p
b
TÞ ¼ snðpa

TÞsnðpb
TÞ. From this, snðpa

TÞ is calculated
as snðpa

TÞ ¼ cnðpa
T; p

b
TÞ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cnðpb

T; p
b
TÞ

q
, where cnðpb

T; p
b
TÞ is

obtained from Eq. (3) using the an extracted from the
difference between the central and peripheral data shown
in Fig. 2(c). The s2ðpa

TÞ values obtained this way exceed 0.1

at%2–4 GeV, as shown in Fig. 4(f). The s3ðpa
TÞ values are

smaller than s2ðpa
TÞ over the measured pT range. The

factorization relation used to compute s2ðpa
TÞ is found to

be valid within 10%–20% when selecting different sub-
ranges of pb

T within 0.5–4 GeV, while the precision of
s3ðpa

TÞ data does not allow a quantitative test of the facto-
rization. The analysis is also repeated for correlation func-
tions separately constructed from like-sign pairs and
unlike-sign pairs, and the resulting cn and sn coefficients
are found to be consistent within their statistical and sys-
tematic uncertainties.
In summary, ATLAS has measured two-particle correla-

tion functions in
ffiffiffiffiffiffiffiffi
sNN

p ¼ 5:02 TeV pþ Pb collisions in
different intervals of "EPb

T over 2< j!"j< 5. An away-
side contribution is observed that grows rapidly with
increasing"EPb

T andwhichmatchesmany essential features
of the near-side ridge observed here, as well as in previous
high-multiplicity pþ p, pþ Pb and Pbþ Pb data at the
LHC. Thus, while the ridge in pþ p and pþ Pb collisions
has been characterized as a near-side phenomenon, these
results show that it has both near-side and away-side com-
ponents that are symmetric around !!% #=2, with a !!
dependence that is approximately described by a cos2!!
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FIG. 3 (color online). Distributions of per-trigger yield in the
peripheral and the central event activity classes and their differ-
ences (solid symbols), for different ranges of pa

T and 0:5< pb
T <

4GeV, together with functions a0 þ 2a2 cos2!! (solid line) and
a0 þ 2a2 cos2!!þ 2a3 cos3!! (dashed line) obtained via a
Fourier decomposition (see text). The values for the ZYAM-
determined pedestal levels are indicated on each panel for
peripheral (bPZYAM) and central (bCZYAM) "E

Pb
T bins.
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FIG. 4 (color online). Integrated per-trigger yields, Yint (see
text), vs pa

T for 0:5< pb
T < 4 GeV in peripheral and central

events, on the (a) near-side and (b) away-side. The panels (c)
and (d) show the difference, !Yint. Panels (e) and (f) show the pT

dependence of cn and sn for n ¼ 2; 3, respectively. The error
bars and shaded boxes represent the statistical and systematic
uncertainties, respectively.
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pT dependence of v2 & v3  
w/ familiar shape 



T H E  R E A L LY  L I T T L E  B A N G :   
A N  E X P L O S I O N  O F  A C T I V I T Y  S I N C E  2 0 1 3

G. AAD et al. PHYSICAL REVIEW C 90, 044906 (2014)

   nv

0

0.05

0.1

0.15

 260≥ rec
chN

n=2
n=3
n=4
n=5

| < 5η∆ < 3 GeV, 2 < |b

T
1 < p

 < 260rec
ch N≤220 

<260off
trkN≤CMS, 220

<20 sub.off

trk
, N2v

<20 sub.off

trk
, N3v

 < 220rec
ch N≤180 

 [GeV]   a
T

p
0 5 10

   nv

0

0.05

0.1

0.15

 < 180rec
ch N≤140 

ATLAS p+Pb

 = 5.02 TeVNNs
-1 28 nb≈intL

 [GeV]   a
T

p
0 5 10

 < 140rec
ch N≤110 

 [GeV]  a
T

p
0 5 10

 < 110rec
ch N≤80 

(a) (b) (c)

(d) (e) (f)

FIG. 9. (Color online) The vn(pa
T) with n = 2 to 5 for six N rec

ch event-activity classes obtained for |!η| > 2 and the pb
T range of 1–3 GeV.

The error bars and shaded boxes represent the statistical and systematic uncertainties, respectively. Results in 220 ! N rec
ch < 260 are compared

to the CMS data [28] obtained by subtracting the peripheral events (the number of off-line tracks Noff
trk < 20), shown by the solid and dashed

lines.

pT up to 3–5 GeV and then decrease, but remain positive at
higher pT. For all event classes, the magnitude of the vn is
largest for n = 2, and decreases quickly with increasing n.
The ATLAS data are compared to the measurement by the
CMS experiment [28] for an event-activity class in which the
number of off-line reconstructed tracks, Noff

trk , within |η| < 2.4
and pT > 0.4 GeV is 220 ! Noff

trk < 260. This is comparable to
the 220 ! N rec

ch < 260 event class used in the ATLAS analysis.
A similar recoil removal procedure, with Noff

trk < 20 as the
peripheral events, has been used for the CMS data. Excellent
agreement is observed between the two results.

The extraction of the vn from vn,n relies on the factorization
relation in Eq. (9). This factorization is checked by calculating
vn using different ranges of pb

T for events with N rec
ch " 220

as shown in Fig. 10. The factorization behavior can also be
studied via the ratio [49,50]

rn

(
pa

T,pb
T

)
=

vn,n

(
pa

T,pb
T

)
√

vn,n

(
pa

T,pa
T

)
vn,n

(
pb

T,pb
T

) , (11)

with rn = 1 for perfect factorization. The results with recoil
subtraction (rn) and without subtraction (runsub

n ) are summa-
rized in Fig. 11, and they are shown as functions of pb

T − pa
T,

because by construction the ratios equal 1 for pb
T = pa

T. This
second method is limited to pa,b

T # 4 GeV, because requiring
both particles to be at high pT reduces the number of the

available pairs for vn,n(pa
T,pa

T) or vn,n(pb
T,pb

T). In contrast,
for the results shown in Fig. 10, using Eqs. (9) and (10),
the restriction applies to only one of the particles, i.e., pb

T #
4 GeV.

Results in Figs. 10 and 11 show that, in the region where
the statistical uncertainty is small, the factorization holds to
within a few percent for v2 over 0.5 < pa,b

T < 4 GeV, within
10% for v3 over 0.5 < pa,b

T < 3 GeV, and within 20%–30%
for v4 over 0.5 < pa,b

T < 4 GeV (Fig. 10 only). Furthermore,
in this pT region, the differences between rn and runsub

n are
very small (<10%) as shown by Fig. 11, consistent with the
observation in Fig. 8. This level of factorization is similar to
what was observed in peripheral Pb + Pb collisions [9].

Figure 11 also compares the rn data with a theoretical
calculation from a viscous hydrodynamic model [51]. The
model predicts at most a few percent deviation of rn from
1, which is attributed to pT-dependent decorrelation effects
associated with event-by-event flow fluctuations [49]. In most
cases, the data are consistent with the prediction within
uncertainties.

Figure 12 shows the centrality dependence of v2, v3, and v4
as functions of N rec

ch and EPb
T . The results are obtained for 0.4 <

pa,b
T < 3 GeV, both before and after subtraction of the recoil

contribution. The difference between vunsub
n and vn is very

small in central collisions, up to 3%–4% for both event-activity
definitions. For more peripheral collisions, the difference is

044906-12

Multiplicity Dependence of p±, K±, K0
S

, p(p) and L(L̄) in p–Pb Collisions ALICE Collaboration

| < 0.5
lab

η|〉lab
η/dchNd〈

10 210

)c
 (G

eV
/

〉 Tp〈

0.4

0.6

0.8

1

1.2

1.4

1.6

Λ + Λ

pp + 
0
SK

- + K+K
-π + +π

 = 5.02 TeVNNsALICE, p-Pb, 
V0A Multiplicity Classes (Pb-side)

 < 0.5
CMS
y0 < 

Fig. 4: (color online) Mean transverse momentum as a function of dNch/dh in each V0A multiplicity class (see
text for details) for different particle species measured in the rapidity interval 0 < yCMS < 0.5. The dNch/dh values
of K0

S

are shifted for visibility. The empty boxes show the total systematic uncertainty; the shaded boxes indicate
the contribution uncorrelated across multiplicity bins (not estimated in Pb–Pb).

been reported for RHIC energies [48].

It is worth noticing that the ratio p/p as a function of dNch/dh in a given pT-bin follows a power-law
behavior: p

p (pT) = A(pT)⇥ [dNch/dh ]B(pT). As shown in Fig. 3 (top), the same trend is also observed
in Pb–Pb collisions. The exponent of the power-law function exhibits the same value in both collision
systems (Fig. 3, middle). The same feature is also observed in the L/K0

S

ratio (Fig. 3, bottom).

The pT-integrated yields and hpTi are computed using the data in the measured range and extrapolating
them down to zero and to high pT (up to 10 GeV/c). The fraction of extrapolated yield for high (low)
multiplicity events is about 8% (9%), 10% (12%), 7% (13%), 17% (30%) for p±, K±, p and p, L and
L̄ respectively and is negligible for K0

S

. Several parametrizations have been tested, among which the
blast-wave function [11] (see below) gives the best description of the data over the full pT range (Fig. 1).
Other fit functions [49] (Boltzmann, mT-exponential, pT-exponential, Tsallis-Levy, Fermi-Dirac, Bose-
Einstein) have been used to estimate the systematic uncertainty on the extrapolation, restricting the range
to low pT for those functions not giving a satisfactory description of the data over the full range. The
uncertainty on the extrapolation amounts to about 2% for p±, K±, p(p), 3% (8% in low multiplicity
events) for L(L̄), and it is negligible for K0

S

(since the pT coverage ranges down to 0).

The hpTi increases with multiplicity, at a rate which is stronger for heavier particles, as shown in Fig. 4. A
similar mass ordering is also observed in pp [28] and Pb–Pb [10] collisions as a function of multiplicity.

In Fig. 5, the ratios to the pion yields are compared to Pb–Pb results at the LHC and Au–Au and d–Au
results at RHIC [50, 49, 51, 48, 52, 53]. While the p/p ratio shows no evolution from peripheral to
central events, a small increase is observed in the K/p and L/p ratios, accounting for the bin-to-bin
correlations of the uncertainties. A similar rise is observed in Pb–Pb, Au–Au and d–Au collisions. This
is typically attributed to a reduced canonical suppression of strangeness production in larger freeze-out
volumes [54] or to an enhanced strangeness production in a quark-gluon plasma [55].

The observations reported here are not strongly dependent on the actual variable used to select multi-
plicity classes. Alternative approaches, such as using the total charge in both VZERO-A and VZERO-C
detectors, the energy deposited in the ZNA (which originates from neutrons of the Pb nucleus) and
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Figure 10: The v3{2, |Dh| > 2} values as a function of Noffline
trk for 0.3 < pT < 3 GeV/c, in 2.76 TeV

PbPb collisions (left) and 5.02 TeV pPb collisions (right). The error bars correspond to statistical
uncertainties, while the shaded areas denote the systematic uncertainties.

loss of a v2{4} signal indicates either the absence of collective effects for very-low-multiplicity
collisions, or the breakdown of the four-particle cumulant technique in the limit of a small
number of particles. The procedure of subtracting the low-multiplicity data to attempt to
remove jet correlations is also performed here and shown as dash-dotted curves in Figs. 9
and 10. The v3{2, |Dh| > 2} values become larger after subtraction, especially for the low-
multiplicity region, due to the fact that V3D extracted for Noffline

trk < 20 is negative. The resulting
v2{2, |Dh| > 2} and v3{2, |Dh| > 2} are found to remain almost unchanged after subtraction
in the high-multiplicity region (i.e., for Noffline

trk > 200). This is expected since, for a given asso-
ciated yield from jet correlations, the contribution to vn{2} is suppressed by 1/

p
Noffline

trk as the
multiplicity increases, as indicated by Eq. (4). Therefore, the higher-multiplicity events provide
a much cleaner environment for studying the long-range correlations.

Figure 11 shows the comparison of v2{2, |Dh| > 2} and v2{4} results as a function of mul-
tiplicity from CMS, averaged over 0.3 < pT < 3 GeV/c, with those obtained by the ATLAS
experiment, averaged over 0.3 < pT < 5 GeV/c with the data from the 2012 pPb run. The AT-
LAS v2{2, |Dh| > 2} values have the contribution from the 50–100% lowest multiplicity data
subtracted, while the corresponding CMS data, shown as a curve in Fig. 11, use the 70–100%
lowest multiplicity events for the subtraction. The difference in the low-multiplicity events
used for the subtraction could explain the slight discrepancy in the resulting v2{2, |Dh| > 2}
data from the two experiments. The v2{4} values from ATLAS are systematically higher than
the CMS data. This may be accounted for by the multiplicity fluctuation effect discussed pre-
viously (e.g., Fig. 1), although the discrepancy is not large with respect to the uncertainties.

Finally, the magnitude of event-by-event v2 fluctuations is estimated from the difference in the
v2{2, |Dh| > 2} and v2{4} results. If hydrodynamic flow is the dominant source of the correla-
tions, the relative v2 fluctuations can be approximated by

p
(v2

2{2}� v2
2{4})/(v2

2{2}+ v2
2{4}) [59].

The resulting flow fluctuation values calculated for pPb and PbPb collisions are shown in the
bottom two panels of Fig. 9, with 40% v2 fluctuations observed in PbPb and 50–60% fluctu-
ations in pPb collisions. This magnitude of v2 fluctuations in 2.76 TeV PbPb collisions at the
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n=2-5, 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tral sample than previously analyzed, to compare more
closely to the LHC results. We use central and periph-
eral event samples comprising the top 5% and 50%–88%
of the total charge distributions, respectively.
This analysis considers charged hadrons measured

within the two PHENIX central arm spectrometers.
Each arm covers nominally π/2 in azimuth and has a
pseudorapidity acceptance of |η| < 0.35. Charged tracks
are reconstructed using drift chambers with a hit associ-
ation requirement in two layers of multiwire proportional
chambers with pad readout; the momentum resolution is
0.7% ⊕ 1.1%p (GeV/c). Electrons are rejected with a
veto in the ring-imaging Čerenkov counters.
All pairs satisfying the tracking cuts within an event

are measured. The yield of pairs satisfying tracking
and particle identification cuts is corrected for azimuthal
acceptance through the use of mixed-event distribu-
tions. The conditional yield of pairs is determined by
1
Nt

dNpairs

d∆φ ∝ dNpairs
same/d∆φ

dNpairs

mix
/d∆φ

where N t is the number of trig-

ger hadrons (trigger hadrons are those having the mo-
menta required to begin the search for a pair of hadrons)
and Npairs

same (Npairs
mix ) is the number of pairs from the same

(mixed) events. Mixed pairs are constructed with parti-
cles from different events within the same 5% centrality
class and with event vertices within 5 cm of each other.
Because the focus of this analysis is on the shape of the
distributions, no correction is applied for the track recon-
struction efficiency, which has a negligible dependence on
centrality for d+Au track multiplicities.
To make direct comparisons between our measure-

ments and recent ATLAS p+Pb results [9], we follow
a similar analysis procedure. Charged hadrons with
0.5 < pT < 3.5 GeV/c are used. For this analy-
sis, each pair includes at least one particle at low pT
(0.5 < pT < 0.75 GeV/c), which enhances the sensi-
tivity to the nonjet phenomena. To minimize the con-
tribution from small-angle correlations arising from res-
onances, Bose-Einstein correlations, and jet fragmenta-
tion, pairs are restricted to pseudorapidity separations of
0.48 < |∆η| < 0.7. This ∆η gap is chosen to be as large
as possible within the tracking acceptance, while still pre-
serving an adequate statistical sample size. Unlike mea-
surements at the LHC, this method is not sensitive to
the pseudorapidity extent of the correlations.
The conditional yield owing to azimuthally uncorre-

lated background is estimated by means of the zero-
yield-at-minimum (ZYAM) procedure [24]. This back-
ground contribution is obtained for both the central
and peripheral samples by performing fits to the con-
ditional yields using a functional form composed of a
constant pedestal and two Gaussian peaks, centered at
∆φ = 0 and π. The minimum of this function, bZYAM,
is subtracted from the conditional yields, and the result

is: Y (∆φ) ≡ 1
Nt

dNpairs

d∆φ − bZYAM The conditional yields
Yc(∆φ) and Yp(∆φ) (central and peripheral events, re-
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FIG. 1: Azimuthal conditional yields, Y (∆φ), for (open
[black] squares) 0%–5% most central and (open [black] circles)
peripheral (50%–88% least central) collisions with a minimum
∆η separation of 0.48 units. Difference ∆Y (∆φ) (filled [blue]
circles), which is ([blue] curve) fit to a0+2a2 cos(2∆φ), where
a0 and a2 are computed directly from the data. (shaded [blue]
band) Statistical uncertainty on a2. The bottom left (right)
panel shows the same quantity for same-sign (opposite-sign)
pairs.

spectively) are shown in Fig. 1, along with their differ-
ence ∆Y (∆φ) ≡ Yc(∆φ) − Yp(∆φ). As in Ref. [9], this
subtraction removes any centrality independent correla-
tions, such as effects from unmodified jet fragmentation,
resonances and HBT. In the absence of any centrality de-
pendence, Yc(∆φ) and Yp(∆φ) should be identical. It is
notable that any signal in the peripheral events is sub-
tracted from the central events. We see that Yc(∆φ) is
significantly larger than Yp(∆φ) for ∆φ near 0 and π.

We find that the difference with centrality is well
described by the symmetric form: ∆Y (∆φ) ≈ a0 +
2a2 cos (2∆φ) as demonstrated in Fig. 1. The coefficients
an and their statistical uncertainties are computed from
the∆Y (∆φ) distributions as: an = ⟨∆Y (∆φ) cos(n∆φ)⟩.
The cos(2∆φ) modulation appears as the dominant com-
ponent of the anisotropy for all pT combinations.

To quantify the relative amplitude of the azimuthal
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FIG. 3: Charged hadron second-order anisotropy, v2, as
a function transverse momentum for (filled [blue] circles)
PHENIX and (open [black] squares) ATLAS [9]. Also shown
are hydrodynamic calculations from Bozek [14,31] (dotted
[blue] curve) and Bzdak et al. [32,39] for impact parameter
glasma initial conditions (solid curve) and the MC-Glauber
model initial conditions (dashed curve).

and with impact-parameter glasma [33] initial conditions
(note that these calculations are at a fixed Npart, not the
exact centrality range as in the data). These calculations
have very different assumptions about the initial geom-
etry and yet are all in qualitative agreement with the
data.

To further investigate the origin of this effect, we plot
in Fig. 4 the PHENIX results for both d+Au and Au+Au
scaled by the eccentricity (ε2), as calculated in a MC-
Glauber model, as a function of the charged-particle mul-
tiplicity at midrapidity. Due to the lack of available
multiplicity data for the d+Au centrality selection the
dNch/dη value is calculated from HIJING [27]. The 0%–
5% d+Au collisions at

√
s
NN

= 200 GeV have a dNch/dη
similar to those of midcentral p+Pb collisions at the
LHC, while the ε2 values for d+Au collisions are about
50% larger than those calculated for the midcentral p+Pb
collisions. The key observation is that the ratio v2/ε2 is
consistent between RHIC and the LHC, despite the factor
of 25 difference in collision center of mass energy. A con-
tinuation of this trend is seen by also comparing to v2/ε2
as measured in Au+Au [34–36] and Pb+Pb [37, 38] col-
lisions. The ε2 values calculated depend on the nucleon
representation used in the MC-Glauber model. In large
systems this uncertainty is small, but in small systems,
such as d+Au, this uncertainty becomes much more sig-
nificant. For illustration, ε2 has been calculated using
three different representations of the participating nucle-
ons, pointlike centers, Gaussians with σ = 0.4 fm, and
uniform disks with R = 1 fm for the PHENIX data. The
scaling feature is robust against these geometric varia-
tions, which leads to an approximately 30% difference in
the extracted ε2 in d+Au collisions (other models, e.g.

=0η
η /dchdN
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FIG. 4: (color online) The eccentricity-scaled anisotropy,
v2/ε2, vs charged-particle multiplicity (dNch/dη) for d+A
and p+Pb collisions [8, 9]. Also shown are Au+Au
data at

√
s
NN

= 200 GeV [34–36] and Pb+Pb data at√
s
NN

= 2.76 TeV [37, 38]. The v2 are for similar pT se-
lections. The colored curves are for different nucleon repre-
sentations in the ε2 calculation in the MC-Glauber model.
The errors shown are statistical only and only shown on the
d+Au point with the point-like centers ε2 for clarity. Owing
to the lack of available multiplicity data in p+Pb and d+Au
collisions the dNch/dη values for those systems are calculated
from hijing [27]. All dNch/dη values are in the center of mass
system.

Ref. [32], could produce larger variations).
In summary, a two-particle anisotropy at midra-

pidity in the 5% most central d+Au collisions at√
s
NN

= 200 GeV is observed. The excess yield in cen-
tral compared to peripheral events is well described by
a quadrupole shape. The signal is qualitatively similar,
but with a significantly larger amplitude than that ob-
served in long-range correlations in p+Pb collisions at
much higher energies. While our acceptance does not al-
low us to exclude the possibility of centrality dependent
modifications to the jet correlations, the subtraction of
the peripheral jetlike correlations has been checked both
by varying the ∆η cuts and exploiting the charge sign
dependence of jet-induced correlations. The observed re-
sults are in agreement with a hydrodynamic calculation
for d+Au collisions at

√
s
NN

= 200 GeV.
We find that scaling the results from RHIC and the

LHC by the initial second-order participant eccentricity
from a MC-Glauber model [14] may bring the results to a
common trend as a function of dNch/dη. This may sug-
gest that the phenomena observed here are sensitive to
the initial state geometry and that the same underlying
mechanism may be responsible in both p+Pb collisions
at the LHC and d+Au collisions at RHIC. It may also
imply a relationship to the hydrodynamical understand-
ing of v2 in heavy ion collisions. The observation of v2 at
both RHIC and the LHC provides important new infor-
mation. Models intended to describe the data must be
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FIG. 1. Snapshots of typical energy density profiles in the transverse plane for Pb+Pb (left panel), p+Pb (center panel) and
p+p collisions (right panel, including zoom-in to enlarge system) at

p
s = 5.02 TeV. The actual box sizes used in simulations

were adapted to individual systems. Note that for a typical p+p collision, initial conditions from the OSU model are very close
to (but nevertheless slightly di↵erent from) those obtained from spherical nucleons, cf. Ref [38].

�

(n)
j is proportional to the amount of entropy de-

posited near midrapidity by the jth quark of the nth

wounded nucleon. �(n)
j is allowed to fluctuate from

quark to quark with a probability density function

P

�

(�) =
�

1/(3✓)�1

e

��/✓

✓

k�(1/(3✓))
, (5)

where ✓ = 0.75 [50].

(vi) In the last step, the continuum entropy density pro-
file (4) is converted to an energy density ✏(x?) using
a lattice QCD equation of state [10] and discretized
on a square lattice adapted to the size of the colli-
sion system under consideration.

Using the procedure described above, many initial
energy-density profiles have been generated for p+p,
p+Pb, and Pb+Pb collisions. For each initial profile,
there is an associated total entropy per unit rapidity

dS/dy / 

PNw

n=1

P
3

j=1

�

(i)
j . Since dS/dy increases with

the total multiplicity of charged hadrons produced in a
collision [53], all initial density profiles are ordered into
centrality classes based on their values for dS/dy. A sub-
set of 100 initial conditions are randomly selected from
each centrality class for further processing with super-
SONIC. Examples for typical transverse energy density
profiles for central p+p, p+Pb and Pb+Pb collisions are
shown in Fig. 1.

superSONIC

The superSONIC model converts initial energy den-
sity profiles into spectra of identified particles that can
directly be compared to experimental data (see Ref. [36]
for a more detailed description of the model). In

brief, for each initial energy-density profile ✏(x?), a pre-
equilibrium flow profile at proper time ⌧ =

p
t

2 � z

2

is generated using ~v(⌧,x) = � ⌧
3.0

~r ln ✏(x?) [54], con-
sistent with gauge/gravity simulations of strongly cou-
pled matter [41], while the value of the shear and bulk
stress tensors will be set to zero. Using these initial con-
ditions, 2+1 dimensional hydrodynamic simulations at
mid-rapidity are then started at time ⌧ = ⌧

0

= 0.25
fm using a lattice QCD equation of state [10] and shear
and bulk viscosity values of ⌘

s = 0.08 and ⇣
s = 0.01, re-

spectively. Bulk viscous e↵ects on particle spectra are at
present poorly understood [55] so only e↵ects of bulk vis-
cosity on the hydrodynamic evolution is included, and for
simplicity bulk and shear relaxation times are identical,
⌧

⇧

= ⌧⇡ [56]. The corresponding shear viscous relaxation
time is varied between ⌧⇡ = 4 ⌘

sT and ⌧⇡ = 6 ⌘
sT in order to

quantify the sensitivity of results to non-hydrodynamic
modes [28], where T denotes the local e↵ective tempera-
ture of the system. Large variations of observables with
⌧⇡ are indicative of a breakdown of hydrodynamics, while
small variations suggest that hydrodynamics still applies
as an e↵ective bulk description. Simulations were per-
formed on lattices with 100 ⇥ 100 grid points, with lat-
tice spacings adapted to the individual size of the col-
lision system (cf. Fig. 1). In addition, test simulations
with 200⇥ 200 gridpoints were used to ensure that finite
volume and finite resolution artifacts are under control.
Once the local temperature reaches T = 0.17 GeV in a
given fluid cell, hydrodynamic variables and location of
the cell are stored for further processing using the low-
temperature hadronic cascade evolution with B3D [43].
B3D simulates the s-wave scatterings with a constant
cross section of 10 mb and interactions through hadron
resonances in the particle data book with masses up to
2.2 GeV. After resonances have stopped interacting, the
final charged particle multiplicity as well as hadron spec-
tra are obtained, and can be directly compared to exper-

Weller & Romatschke

We have been comfortable with collective expansions 
from A+A, where the system is large, and fluctuations 

can be understood (at least) at the nucleon level

Possibly seeing flow in smaller systems has pushed us to consider  
the spatial structure fluctuations at sub-nucleon level, and 

how they imprint themselves on the final state flow 
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IP-glasma
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eccentric proton pomerons

Models of initial states in pA collisions 

a) b) c) d)

Pb
p 

Fig. 21. Typical geometric configurations generated by di↵erent initial state models for p-A
collisions: a) MC-Glauber with wounded nucleons as sources b) IP-Glasma with round proton c)
IP-Glasma with an eccentric proton d) Pomerons.

"n =

phrn cos(n�)i2 + hrn sin(n�)i2
hrni , (11)

where h·i is the energy density (or entropy density) weighted average, and r and �

are the polar coordinates in the plane transverse to the collision axis.

IP-Glasma model The Impact Parameter (IP) dependent Glasma model34,116 is
based on the color glass condensate framework119 and uses the IP-Sat model120 to
constrain the impact parameter and gluon momentum fraction dependence of the
dipole cross section. This, together with fluctuating nucleon positions for heavy ions
determines the initial distribution of color charges, which then enter the currents
in the Yang-Mills equations that determine the initial gluon fields. The assumption
in this model being that at high energies the QCD coupling constant is smallb and
the occupation numbers of gluons are non-perturbatively large (⇠ 1/↵s). In this
limit the dynamics can be approximated classically by the Yang-Mills equations
describing both the initial configuration of gluon fields and their dynamical evolu-
tion.121–126 For heavy ion collisions at high energies these assumptions are likely
to be valid. For smaller systems, such as p-A collisions, the approximations might
be appropriate for high multiplicity events. Details on the implementation in A-A
collisions116,127 and p-A collision can be found in the literature.106,127 Here we list
the main ingredients of the IP-Glasma model:

(1) IP-Sat parametrization of the saturation scale Qs(x,xT ) and fixed parameters
from DIS data.120,128,129

bThe coupling is determined at the dynamically generated saturation scale Qs, which grows with
increasing energy.

What are the 
relevant features 

of the initial state?

Do we need flow before thermalization?, e.g. SONIC vs. superSONIC

How important is hadronic rescattering?

nucleon sub-nucleon AdS/CFT

Dusling, Li, Schenke

examples from Schenke, arXiv:1603.04349 
Also see Welsh, Singer, Heinz, arXiv:1605.09418

Can we understand the event-by-event  
shape of the proton?



L I G H T + H E AV Y  AT  R H I C
Geometry-controlled small systems!

For A1 (A2) ≥ 2, all hydro. models agree!

He3+Au!
d+Au!

He3+Au!

IJMP E25 (2016) 1630002!

 0

 0.05

 0.1

 0.15

 0.2

 0  0.5  1  1.5  2

v 2
, 

v 3

pT [GeV]

 v2, v3 superSonic η/s=0.08
 v2, v3 Bozek et al η/s=0.08
 v2, v3 IP-Glasma η/s=0.18
 v2 PHENIX
 v3 PHENIX

v 2
, v

3!

“Smallness” is not the limitation!

v2!

v3!

arXiv:1509.07939!

19!

Geometry-controlled small systems!

For A1 (A2) ≥ 2, all hydro. models agree!

He3+Au!
d+Au!

He3+Au!

IJMP E25 (2016) 1630002!

 0

 0.05

 0.1

 0.15

 0.2

 0  0.5  1  1.5  2
v 2

, 
v 3

pT [GeV]

 v2, v3 superSonic η/s=0.08
 v2, v3 Bozek et al η/s=0.08
 v2, v3 IP-Glasma η/s=0.18
 v2 PHENIX
 v3 PHENIX

v 2
, v

3!

“Smallness” is not the limitation!

v2!

v3!

arXiv:1509.07939!

19!

W. Li, QM2017

A nice set of PHENIX measurements using flexibility of 
RHIC to test impact of few-body geometry on v2,v3:  

hydro codes are in fact able to get some of the detailsDarren McGlinchey — PHENIX Overview — 6 Feb 2017
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FIG. 6. Transverse momentum dependence of v
2

in central 0%–5% (a) p+Au, (b) d+Au, and (c) 3He+Au collisions atp
sNN = 200 GeV. Theoretical calculations from (solid [gray] curve) ampt, (central [orange] band) sonic, (top [blue] band)

superSONIC, and (dot-dashed [magenta] curves) IPGlasma+Hydro are shown in each panel. Note that the data points shown
include nonflow contributions, whose estimated magnitude is accounted for in the asymmetric systematic uncertainties.
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Transport codes (AMPT) can  capture the features at low pT 
Hydro seems to be necessary at higher pT 

IP-Glasma (successful in Pb+Pb) fails to get overall description



Q U A N T I F Y I N G  C O L L E C T I V I T Y  I N  S M A L L  
S Y S T E M S

• The techniques to measure flow have been around for years 
now (late 90’s) 

• Smaller systems have required a much more careful 
consideration of how to remove “non-flow” 
• Energy/momentum conservation 
• Hadronic resonance decays 
• Intra-jet and inter-jet correlations 

• The main techniques used so far 
• Multiparticle cumulants 
• Templates (“ridge excavation”) 
• New: "subevent" cumulants
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range in pseudorapidity, can be explained by the cos(nφ)

modulation of the single-particle azimuthal angle distribu-
tion. The extracted Fourier harmonics vn for n = 2–4 [46]
are generally much smaller than those measured in p + Pb and
Pb + Pb collisions, and show no dependency on the charged-
particle multiplicity. On the other hand, they display a similar
dependence on particle transverse momenta, suggesting that
the same underlying mechanism may be responsible for the
long-range azimuthal correlations. These observations in pp
collisions, together with the results from the p + A sys-
tem described above, are among the most challenging and
pressing problems in the domain of soft quantum chromody-
namics. Various models have been proposed to explain the
source of the observed long-range correlations in small col-
lision systems [47–63], but the origin of the effect is still
under intense debate. It is not yet known whether the mech-
anism responsible for the observed collective behaviour in
A + A collisions is also relevant for the smaller systems. The
main purpose of this paper is to contribute to this debate by
providing new experimental results.

Several differing analysis methods are applied to mea-
sure Fourier harmonics in high-energy collisions. They differ
principally in their sensitivity to correlations not related to
the initial collision geometry (referred to as non-flow corre-
lations), which can result from resonance decays, jet produc-
tion, Bose–Einstein correlations or energy–momentum con-
servation. For small collision systems and low-multiplicity
final states, the most common method uses two-particle
correlation functions [29–31,33,35–38,42–46,64]. In this
method, the non-flow correlations are suppressed by requir-
ing a large pseudorapidity separation, |"η|, between particles
forming a pair. This requirement eliminates most of the short-
range correlations including intra-jet correlations. The jet–jet
correlations are subtracted from the two-particle correlation
function using the correlations measured in low-multiplicity
events (see e.g. [43,46]).

The multi-particle cumulant method [65–67] was pro-
posed to suppress the non-flow correlations. The method aims
to measure correlations between a large number of particles,
from which the correlations between a small number of par-
ticles are subtracted. Since non-flow correlations typically
involve a low number of particles, they are suppressed in
many-particle cumulants. The drawback of the method is the
statistical limitation in calculating the cumulants of more than
two particles. Furthermore, the multi-particle cumulants in
small collision systems, derived from correlations between
low number of particles, can be biased by non-flow jet and
dijet correlations, which dominate the azimuthal correlation
signal. The cumulant method has been applied to measure
global correlations and Fourier harmonics in Pb + Pb and
p + Pb collisions [18,20,32,33,36]. Recently, the four- and
six-particle cumulants were also measured by the CMS Col-
laboration in pp collisions at 5, 7 and 13 TeV [45].

In this paper, the ATLAS measurements of multi-particle
cumulants are presented for pp collisions at 5.02 and 13 TeV
and for p + Pb collisions at

√
sNN = 5.02 TeV. For compar-

ison, the results for low-multiplicity (peripheral) Pb + Pb
collisions at

√
sNN = 2.76 TeV are also shown. The results are

averaged over large ranges in pT and pseudorapidity. Results
obtained from different collision systems are compared as a
function of the charged-particle multiplicity.

The paper is organized as follows. The analysis method is
described in the next section, followed by the description of
the detector (Sect. 3) and presentation of the analysed data
samples and event and track selections in Sects. 4 and 5. The
analysis details are given in Sect. 6 while Sect. 7 contains a
discussion of systematic uncertainties and cross-checks. The
results for cumulants and the corresponding Fourier harmon-
ics are shown in Sect. 8. A summary and concluding remarks
are given in Sect. 9.

2 Multi-particle cumulants

The multi-particle cumulant method is useful in studying the
global nature of correlations observed in azimuthal angles of
particles produced in high-energy collisions. The cumulant
method involves the calculation of 2k-particle azimuthal cor-
relations, corrn{2k}, and cumulants, cn{2k}, for nth Fourier
harmonics, where n = 2, 3, 4 and k = 1, 2, 3, 4 for the anal-
ysis presented in this paper. The corrn{2k} are defined as
[65,67]:

⟨⟨corrn{2}⟩⟩ ≡ ⟨⟨ein(φ1−φ2)⟩⟩,
⟨⟨corrn{4}⟩⟩ ≡ ⟨⟨ein(φ1+φ2−φ3−φ4)⟩⟩,
⟨⟨corrn{6}⟩⟩ ≡ ⟨⟨ein(φ1+φ2+φ3−φ4−φ5−φ6)⟩⟩,
⟨⟨corrn{8}⟩⟩ ≡ ⟨⟨ein(φ1+φ2+φ3+φ4−φ5−φ6−φ7−φ8)⟩⟩,
where the brackets “⟨⟨⟩⟩” denote double averaging, per-
formed first over particles in an event and then over all events
within a given event class. For every event, the average is
taken over all possible of the combinations of the azimuthal
angles φi (i = 1, . . . , 8) of the 2k particles.

With the calculated multi-particle azimuthal correlations,
the cumulants cn{2k} are obtained after subtracting the corre-
lations between 2(k−1) particles according to the following
formulae [65,67]:

cn{2} = ⟨⟨corrn{2}⟩⟩,
cn{4} = ⟨⟨corrn{4}⟩⟩ − 2⟨⟨corrn{2}⟩⟩2,

cn{6} = ⟨⟨corrn{6}⟩⟩ − 9⟨⟨corrn{2}⟩⟩
×⟨⟨corrn{4}⟩⟩ + 12⟨⟨corrn{2}⟩⟩3,

cn{8} = ⟨⟨corrn{8}⟩⟩ − 16⟨⟨corrn{2}⟩⟩
×⟨⟨corrn{6}⟩⟩ − 18⟨⟨corrn{4}⟩⟩2

+144⟨⟨corrn{2}⟩⟩2⟨⟨corrn{4}⟩⟩ − 144⟨⟨corrn{2}⟩⟩4.
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providing new experimental results.

Several differing analysis methods are applied to mea-
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lations), which can result from resonance decays, jet produc-
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p + Pb collisions [18,20,32,33,36]. Recently, the four- and
six-particle cumulants were also measured by the CMS Col-
laboration in pp collisions at 5, 7 and 13 TeV [45].
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analysis details are given in Sect. 6 while Sect. 7 contains a
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results for cumulants and the corresponding Fourier harmon-
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are given in Sect. 9.
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global nature of correlations observed in azimuthal angles of
particles produced in high-energy collisions. The cumulant
method involves the calculation of 2k-particle azimuthal cor-
relations, corrn{2k}, and cumulants, cn{2k}, for nth Fourier
harmonics, where n = 2, 3, 4 and k = 1, 2, 3, 4 for the anal-
ysis presented in this paper. The corrn{2k} are defined as
[65,67]:

⟨⟨corrn{2}⟩⟩ ≡ ⟨⟨ein(φ1−φ2)⟩⟩,
⟨⟨corrn{4}⟩⟩ ≡ ⟨⟨ein(φ1+φ2−φ3−φ4)⟩⟩,
⟨⟨corrn{6}⟩⟩ ≡ ⟨⟨ein(φ1+φ2+φ3−φ4−φ5−φ6)⟩⟩,
⟨⟨corrn{8}⟩⟩ ≡ ⟨⟨ein(φ1+φ2+φ3+φ4−φ5−φ6−φ7−φ8)⟩⟩,
where the brackets “⟨⟨⟩⟩” denote double averaging, per-
formed first over particles in an event and then over all events
within a given event class. For every event, the average is
taken over all possible of the combinations of the azimuthal
angles φi (i = 1, . . . , 8) of the 2k particles.

With the calculated multi-particle azimuthal correlations,
the cumulants cn{2k} are obtained after subtracting the corre-
lations between 2(k−1) particles according to the following
formulae [65,67]:

cn{2} = ⟨⟨corrn{2}⟩⟩,
cn{4} = ⟨⟨corrn{4}⟩⟩ − 2⟨⟨corrn{2}⟩⟩2,

cn{6} = ⟨⟨corrn{6}⟩⟩ − 9⟨⟨corrn{2}⟩⟩
×⟨⟨corrn{4}⟩⟩ + 12⟨⟨corrn{2}⟩⟩3,

cn{8} = ⟨⟨corrn{8}⟩⟩ − 16⟨⟨corrn{2}⟩⟩
×⟨⟨corrn{6}⟩⟩ − 18⟨⟨corrn{4}⟩⟩2

+144⟨⟨corrn{2}⟩⟩2⟨⟨corrn{4}⟩⟩ − 144⟨⟨corrn{2}⟩⟩4.
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The Q-cumulant method [67], used in this analysis, relies
on the idea of expressing the multi-particle correlations in
terms of powers of the flow vector Qn . This approach allows
multi-particle correlations and cumulants to be calculated in
a single pass over data events. The flow vector is defined for
each collision event with multiplicity M as:

Qn, j ≡
M∑

i=1

w
j
i einφi , (1)

where the subscript n denotes the order of the flow harmonic,
j is the power of the flow vector, and the sum runs over all
particles in an event with wi being the weight of the i th
particle. The weight accounts for detector effects including
the tracking efficiency and is defined in Sect. 6.

If the measured cn{2k} cumulants are free of non-flow cor-
relations, they can be used to estimate Fourier harmonics vn .
Furthermore, assuming that the event-by-event fluctuations
of vn are negligibly small, the Fourier harmonics denoted by
vn{2k} can be determined [65]:

vn{2} =
√
cn{2}, (2)

vn{4} = 4
√

−cn{4}, (3)

vn{6} = 6
√
cn{6}/4, (4)

vn{8} = 8
√

−cn{8}/33. (5)

From the above definitions it is evident that determination of
real values of Fourier harmonics requires negative (positive)
cn{4} and cn{8} (cn{2} and cn{6}) values.

3 ATLAS detector

The data were collected with the ATLAS detector [68].1 The
detector consists of three main systems: an inner tracking
detector (ID) surrounded by a thin superconducting solenoid,
electromagnetic and hadronic calorimeters, and a muon spec-
trometer. The ID is immersed in a 2T axial magnetic field and
provides charged-particle tracking in the range |η| < 2.5. It
consists of silicon pixel, silicon microstrip (SCT), and straw-
tube transition radiation tracking detectors. Since 2015 the
pixel detector includes an additional layer at smaller radius,
the “insertable B-layer” (IBL) [69,70]. The calorimeter sys-
tem covers the pseudorapidity range up to |η| = 4.9. The
muon spectrometer surrounds the calorimeters and is based
on three large air-core toroid superconducting magnets with

1 ATLAS uses a right-handed coordinate system with its origin at the
nominal interaction point (IP) in the centre of the detector and the z-axis
along the beam pipe. The x-axis points from the IP to the centre of the
LHC ring, and the y-axis points upwards. Cylindrical coordinates (r,φ)
are used in the transverse plane, φ being the azimuthal angle around the
z-axis. The pseudorapidity is defined in terms of the polar angle θ as
η = − ln tan(θ/2).

eight coils each. The field integral of the toroids ranges
between 2 to 6 T m across most of the detector. Measure-
ments presented in this document use signals from the ID
while other components are used for triggering.

Events are selected with a trigger system [71]. The first-
level (L1) trigger is implemented in hardware and uses a
subset of the detector information. For this analysis the infor-
mation from calorimeters, minimum bias trigger scintillator
(MBTS) counters (covering the range 2.1 < |η| < 3.8) and
zero degree calorimeters (ZDCs) with the range |η| > 8.3 is
used at L1. The L1 trigger is followed by two software-based
trigger levels: level-2 (L2) and Event Filter (EF). In pp data-
taking in 2015, the L2 and EF trigger levels are combined in
a common high-level trigger (HLT) framework.

4 Data sets

The
√
s = 5.02 TeV pp data were recorded in November

2015 and correspond to an integrated luminosity of about
28 pb−1. The average number of additional interactions in
the same bunch crossing, µ, ranges from 0.4 to 1.3. For the
low-multiplicity event selections, three minimum-bias trig-
gers were used: the first required a hit in at least one MBTS
counter, the second required a hit in at least one MBTS
counter on each side, and the third required at least one recon-
structed track at the HLT seeded by a random trigger at L1. In
order to enhance the number of high-multiplicity events, ded-
icated high-multiplicity triggers (HMTs) were implemented.
Three HMTs required at L1 more than 5, 10 and 20 GeV in
the total transverse energy (

∑
ET) recorded in the calorime-

ters, and at the HLT more than 60, 90 and 90 reconstructed
charged-particle tracks with pT > 0.4 GeV and |η| < 2.5,
respectively.

The
√
s = 13 TeV pp data were taken over two running

periods in June and August of 2015. For the first running
period, µ varied between 0.002 and 0.03, while for the sec-
ond µ ranged from 0.05 to 0.6. The total integrated lumi-
nosity collected over these two periods is approximately
0.075 pb−1. In addition to the minimum-bias event trigger,
HMTs were implemented seeded by a L1 requirement of∑

ET > 10 GeV. For the low-µ running period, the require-
ment of more than 60 reconstructed charged-particle tracks
at the HLT was imposed. For the moderate-µ data (the sec-
ond data-taking period), two requirements on the number of
online reconstructed charged-particle tracks at the HLT, of
more than 60 and 90, were employed.

The p + Pb data were collected during the LHC run at
the beginning of 2013. The LHC operated in two configu-
rations during this running period, by reversing the direc-
tions of the proton and lead beams. The proton beam with
the energy of 4 TeV collided with a Pb beam of energy
1.57 TeV per nucleon. This leads to

√
sNN = 5.02 TeV in the
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observed to change sign at smaller number of charged particle, Nch, in pp and p+Pb collisions [15, 24, 26]. Recently
ATLAS observed [28] that the Nch value where sign-change happens and the magnitude of v2{4} depend also on
how the event class are chosen for the calculation of cumulants. In this paper, we show that the choice of event
class influences the probability distribution of non-flow, and consequently the non-flow contribution to the v2{4}. An
improved cumulant method is proposed to further suppress non-flow, and therefore reduce the sensitivity of v2{4} to
non-flow fluctuations. In this method, cumulants are constructed from particles in several subevents separated in ⌘.
A subevent cumulant idea has been proposed in Ref. [29], where the particles in the event are divided “randomly” into
four subevents. However, the purpose there was not to suppress non-flow, but instead to circumvent a brute-force
nested-loop calculation.

The structure of the paper is as follows. In sections II- IV, we discuss the contributions of flow and non-flow
to multi-particle cumulants and how such contributions depend on the probability distributions (or event-by-event
fluctuations) of flow and non-flow. In sections V and VI, we introduce the subevent cumulant method, and demonstrate
the robustness of the method using simulations based on PYTHIA8. The performance is compared to traditional
cumulant method focusing on four-particle correlations. In section VII, we discuss the implication of our findings
for the interpretation of collectivity in small systems, as well as possible measurements enabled by our method, in
particular for probing the longitudinal dynamics of collectivity. The formulae for higher-order cumulants, symmetric
and asymmetric cumulants are given in the Appendix.

II. EVENT-BY-EVENT DISTRIBUTION OF FLOW AND NON-FLOW

The azimuthal anisotropy of the particle production in an event can be characterized by Fourier expansion of the
underlying probability distribution P(�) in azimuthal angle �:
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where v
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and �
n

are magnitude and phase, respectively. In heavy ion collisions, flow harmonics v
n

vary event to
event, and can be described by a probability distribution p(v

n

) [18, 19]. In A+A collisions, the flow fluctuations are
close to Gaussian or equivalently the distribution of v

n

is Bessel-Gaussian after integrating out the � angle [30]:
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The parameter v 0
n

reflects the component driven by the average geometry of the overlap region; it is expected to be
sizable only for n = 2.

Due to the finite number of particles M produced in each event, harmonic flow can only be estimated from the
observed flow vector Q

n

or per-particle normalized flow vector q
n

:

Q
n

≡�
i

e

in�

i = Q
n

e

in 
n

, q
n

≡ ∑i

e
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i

M

= q
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where the sum runs over the particles in the event, �
i

are their azimuthal angles and  
n

is the event plane. The
magnitude and direction of q

n

di↵er from those for the truth flow, due to azimuthal fluctuations associated with finite
particle multiplicity, denoted by sstatn , as well as non-flow from various short-range correlations, denoted by sn,

q
n

= v
n

+ sn + sstatn (4)

In heavy ion collisions, all three components, flow, non-flow and finite number e↵ects fluctuate event to event.
Therefore the probability distributions for q

n

and v
n

can be related to each other by random smearing functions that
reflect the non-flow and statistical fluctuation.

p(q
n

) = p(v
n

)⊗ p(s
n

)⊗ p(sstatn ) (5)

The statistical fluctuation component usually cancels out after averaging over many events in two- or multi-particle
correlation analyses (see discussion in the next section). The non-flow fluctuations are more complicated, and they
depend on the number of short-range sources, the particle multiplicity in each source and possible correlations between
di↵erent sources (for example dijets).

2

observed to change sign at smaller number of charged particle, Nch, in pp and p+Pb collisions [15, 24, 26]. Recently
ATLAS observed [28] that the Nch value where sign-change happens and the magnitude of v2{4} depend also on
how the event class are chosen for the calculation of cumulants. In this paper, we show that the choice of event
class influences the probability distribution of non-flow, and consequently the non-flow contribution to the v2{4}. An
improved cumulant method is proposed to further suppress non-flow, and therefore reduce the sensitivity of v2{4} to
non-flow fluctuations. In this method, cumulants are constructed from particles in several subevents separated in ⌘.
A subevent cumulant idea has been proposed in Ref. [29], where the particles in the event are divided “randomly” into
four subevents. However, the purpose there was not to suppress non-flow, but instead to circumvent a brute-force
nested-loop calculation.

The structure of the paper is as follows. In sections II- IV, we discuss the contributions of flow and non-flow
to multi-particle cumulants and how such contributions depend on the probability distributions (or event-by-event
fluctuations) of flow and non-flow. In sections V and VI, we introduce the subevent cumulant method, and demonstrate
the robustness of the method using simulations based on PYTHIA8. The performance is compared to traditional
cumulant method focusing on four-particle correlations. In section VII, we discuss the implication of our findings
for the interpretation of collectivity in small systems, as well as possible measurements enabled by our method, in
particular for probing the longitudinal dynamics of collectivity. The formulae for higher-order cumulants, symmetric
and asymmetric cumulants are given in the Appendix.

II. EVENT-BY-EVENT DISTRIBUTION OF FLOW AND NON-FLOW

The azimuthal anisotropy of the particle production in an event can be characterized by Fourier expansion of the
underlying probability distribution P(�) in azimuthal angle �:

P(�) = 1

2⇡

∞�
n=−∞v

n

e

−in�
, v

n

= v
n

e

in�
n

, (1)

where v

n

and �
n

are magnitude and phase, respectively. In heavy ion collisions, flow harmonics v
n

vary event to
event, and can be described by a probability distribution p(v

n

) [18, 19]. In A+A collisions, the flow fluctuations are
close to Gaussian or equivalently the distribution of v

n

is Bessel-Gaussian after integrating out the � angle [30]:

p(v
n

) = 1

2⇡�2
n

e

−�v
n

−v 0
n

�2��2�2
n

�
, p(v

n

) = v

n

�

2
n

e

− (vn)2+(v0
n

)2
2�2

n

I0 �v0nvn
�

2
n

� . (2)

The parameter v 0
n

reflects the component driven by the average geometry of the overlap region; it is expected to be
sizable only for n = 2.

Due to the finite number of particles M produced in each event, harmonic flow can only be estimated from the
observed flow vector Q

n

or per-particle normalized flow vector q
n

:

Q
n

≡�
i

e

in�

i = Q
n

e

in 
n

, q
n

≡ ∑i

e

in�

i

M

= q
n

e

in 
n (3)

where the sum runs over the particles in the event, �
i

are their azimuthal angles and  
n

is the event plane. The
magnitude and direction of q

n

di↵er from those for the truth flow, due to azimuthal fluctuations associated with finite
particle multiplicity, denoted by sstatn , as well as non-flow from various short-range correlations, denoted by sn,

q
n

= v
n

+ sn + sstatn (4)

In heavy ion collisions, all three components, flow, non-flow and finite number e↵ects fluctuate event to event.
Therefore the probability distributions for q

n

and v
n

can be related to each other by random smearing functions that
reflect the non-flow and statistical fluctuation.

p(q
n

) = p(v
n

)⊗ p(s
n

)⊗ p(sstatn ) (5)

The statistical fluctuation component usually cancels out after averaging over many events in two- or multi-particle
correlation analyses (see discussion in the next section). The non-flow fluctuations are more complicated, and they
depend on the number of short-range sources, the particle multiplicity in each source and possible correlations between
di↵erent sources (for example dijets).

2

observed to change sign at smaller number of charged particle, Nch, in pp and p+Pb collisions [15, 24, 26]. Recently
ATLAS observed [28] that the Nch value where sign-change happens and the magnitude of v2{4} depend also on
how the event class are chosen for the calculation of cumulants. In this paper, we show that the choice of event
class influences the probability distribution of non-flow, and consequently the non-flow contribution to the v2{4}. An
improved cumulant method is proposed to further suppress non-flow, and therefore reduce the sensitivity of v2{4} to
non-flow fluctuations. In this method, cumulants are constructed from particles in several subevents separated in ⌘.
A subevent cumulant idea has been proposed in Ref. [29], where the particles in the event are divided “randomly” into
four subevents. However, the purpose there was not to suppress non-flow, but instead to circumvent a brute-force
nested-loop calculation.

The structure of the paper is as follows. In sections II- IV, we discuss the contributions of flow and non-flow
to multi-particle cumulants and how such contributions depend on the probability distributions (or event-by-event
fluctuations) of flow and non-flow. In sections V and VI, we introduce the subevent cumulant method, and demonstrate
the robustness of the method using simulations based on PYTHIA8. The performance is compared to traditional
cumulant method focusing on four-particle correlations. In section VII, we discuss the implication of our findings
for the interpretation of collectivity in small systems, as well as possible measurements enabled by our method, in
particular for probing the longitudinal dynamics of collectivity. The formulae for higher-order cumulants, symmetric
and asymmetric cumulants are given in the Appendix.

II. EVENT-BY-EVENT DISTRIBUTION OF FLOW AND NON-FLOW

The azimuthal anisotropy of the particle production in an event can be characterized by Fourier expansion of the
underlying probability distribution P(�) in azimuthal angle �:

P(�) = 1

2⇡

∞�
n=−∞v

n

e

−in�
, v

n

= v
n

e

in�
n

, (1)

where v

n

and �
n

are magnitude and phase, respectively. In heavy ion collisions, flow harmonics v
n

vary event to
event, and can be described by a probability distribution p(v

n

) [18, 19]. In A+A collisions, the flow fluctuations are
close to Gaussian or equivalently the distribution of v

n

is Bessel-Gaussian after integrating out the � angle [30]:

p(v
n

) = 1

2⇡�2
n

e

−�v
n

−v 0
n

�2��2�2
n

�
, p(v

n

) = v

n

�

2
n

e

− (vn)2+(v0
n

)2
2�2

n

I0 �v0nvn
�

2
n

� . (2)

The parameter v 0
n

reflects the component driven by the average geometry of the overlap region; it is expected to be
sizable only for n = 2.

Due to the finite number of particles M produced in each event, harmonic flow can only be estimated from the
observed flow vector Q

n

or per-particle normalized flow vector q
n

:

Q
n

≡�
i

e

in�

i = Q
n

e

in 
n

, q
n

≡ ∑i

e

in�

i

M

= q
n

e

in 
n (3)

where the sum runs over the particles in the event, �
i

are their azimuthal angles and  
n

is the event plane. The
magnitude and direction of q

n

di↵er from those for the truth flow, due to azimuthal fluctuations associated with finite
particle multiplicity, denoted by sstatn , as well as non-flow from various short-range correlations, denoted by sn,

q
n

= v
n

+ sn + sstatn (4)

In heavy ion collisions, all three components, flow, non-flow and finite number e↵ects fluctuate event to event.
Therefore the probability distributions for q

n

and v
n

can be related to each other by random smearing functions that
reflect the non-flow and statistical fluctuation.

p(q
n

) = p(v
n

)⊗ p(s
n

)⊗ p(sstatn ) (5)

The statistical fluctuation component usually cancels out after averaging over many events in two- or multi-particle
correlation analyses (see discussion in the next section). The non-flow fluctuations are more complicated, and they
depend on the number of short-range sources, the particle multiplicity in each source and possible correlations between
di↵erent sources (for example dijets).

2

observed to change sign at smaller number of charged particle, Nch, in pp and p+Pb collisions [15, 24, 26]. Recently
ATLAS observed [28] that the Nch value where sign-change happens and the magnitude of v2{4} depend also on
how the event class are chosen for the calculation of cumulants. In this paper, we show that the choice of event
class influences the probability distribution of non-flow, and consequently the non-flow contribution to the v2{4}. An
improved cumulant method is proposed to further suppress non-flow, and therefore reduce the sensitivity of v2{4} to
non-flow fluctuations. In this method, cumulants are constructed from particles in several subevents separated in ⌘.
A subevent cumulant idea has been proposed in Ref. [29], where the particles in the event are divided “randomly” into
four subevents. However, the purpose there was not to suppress non-flow, but instead to circumvent a brute-force
nested-loop calculation.

The structure of the paper is as follows. In sections II- IV, we discuss the contributions of flow and non-flow
to multi-particle cumulants and how such contributions depend on the probability distributions (or event-by-event
fluctuations) of flow and non-flow. In sections V and VI, we introduce the subevent cumulant method, and demonstrate
the robustness of the method using simulations based on PYTHIA8. The performance is compared to traditional
cumulant method focusing on four-particle correlations. In section VII, we discuss the implication of our findings
for the interpretation of collectivity in small systems, as well as possible measurements enabled by our method, in
particular for probing the longitudinal dynamics of collectivity. The formulae for higher-order cumulants, symmetric
and asymmetric cumulants are given in the Appendix.

II. EVENT-BY-EVENT DISTRIBUTION OF FLOW AND NON-FLOW

The azimuthal anisotropy of the particle production in an event can be characterized by Fourier expansion of the
underlying probability distribution P(�) in azimuthal angle �:

P(�) = 1

2⇡

∞�
n=−∞v

n

e

−in�
, v

n

= v
n

e

in�
n

, (1)

where v

n

and �
n

are magnitude and phase, respectively. In heavy ion collisions, flow harmonics v
n

vary event to
event, and can be described by a probability distribution p(v

n

) [18, 19]. In A+A collisions, the flow fluctuations are
close to Gaussian or equivalently the distribution of v

n

is Bessel-Gaussian after integrating out the � angle [30]:

p(v
n

) = 1

2⇡�2
n

e

−�v
n

−v 0
n

�2��2�2
n

�
, p(v

n

) = v

n

�

2
n

e

− (vn)2+(v0
n

)2
2�2

n

I0 �v0nvn
�

2
n

� . (2)

The parameter v 0
n

reflects the component driven by the average geometry of the overlap region; it is expected to be
sizable only for n = 2.

Due to the finite number of particles M produced in each event, harmonic flow can only be estimated from the
observed flow vector Q

n

or per-particle normalized flow vector q
n

:

Q
n

≡�
i

e

in�

i = Q
n

e

in 
n

, q
n

≡ ∑i

e

in�

i

M

= q
n

e

in 
n (3)

where the sum runs over the particles in the event, �
i

are their azimuthal angles and  
n

is the event plane. The
magnitude and direction of q

n

di↵er from those for the truth flow, due to azimuthal fluctuations associated with finite
particle multiplicity, denoted by sstatn , as well as non-flow from various short-range correlations, denoted by sn,

q
n

= v
n

+ sn + sstatn (4)

In heavy ion collisions, all three components, flow, non-flow and finite number e↵ects fluctuate event to event.
Therefore the probability distributions for q

n

and v
n

can be related to each other by random smearing functions that
reflect the non-flow and statistical fluctuation.

p(q
n

) = p(v
n

)⊗ p(s
n

)⊗ p(sstatn ) (5)

The statistical fluctuation component usually cancels out after averaging over many events in two- or multi-particle
correlation analyses (see discussion in the next section). The non-flow fluctuations are more complicated, and they
depend on the number of short-range sources, the particle multiplicity in each source and possible correlations between
di↵erent sources (for example dijets).

2

observed to change sign at smaller number of charged particle, Nch, in pp and p+Pb collisions [15, 24, 26]. Recently
ATLAS observed [28] that the Nch value where sign-change happens and the magnitude of v2{4} depend also on
how the event class are chosen for the calculation of cumulants. In this paper, we show that the choice of event
class influences the probability distribution of non-flow, and consequently the non-flow contribution to the v2{4}. An
improved cumulant method is proposed to further suppress non-flow, and therefore reduce the sensitivity of v2{4} to
non-flow fluctuations. In this method, cumulants are constructed from particles in several subevents separated in ⌘.
A subevent cumulant idea has been proposed in Ref. [29], where the particles in the event are divided “randomly” into
four subevents. However, the purpose there was not to suppress non-flow, but instead to circumvent a brute-force
nested-loop calculation.

The structure of the paper is as follows. In sections II- IV, we discuss the contributions of flow and non-flow
to multi-particle cumulants and how such contributions depend on the probability distributions (or event-by-event
fluctuations) of flow and non-flow. In sections V and VI, we introduce the subevent cumulant method, and demonstrate
the robustness of the method using simulations based on PYTHIA8. The performance is compared to traditional
cumulant method focusing on four-particle correlations. In section VII, we discuss the implication of our findings
for the interpretation of collectivity in small systems, as well as possible measurements enabled by our method, in
particular for probing the longitudinal dynamics of collectivity. The formulae for higher-order cumulants, symmetric
and asymmetric cumulants are given in the Appendix.

II. EVENT-BY-EVENT DISTRIBUTION OF FLOW AND NON-FLOW

The azimuthal anisotropy of the particle production in an event can be characterized by Fourier expansion of the
underlying probability distribution P(�) in azimuthal angle �:

P(�) = 1

2⇡

∞�
n=−∞v

n

e

−in�
, v

n

= v
n

e

in�
n

, (1)

where v

n

and �
n

are magnitude and phase, respectively. In heavy ion collisions, flow harmonics v
n

vary event to
event, and can be described by a probability distribution p(v

n

) [18, 19]. In A+A collisions, the flow fluctuations are
close to Gaussian or equivalently the distribution of v

n

is Bessel-Gaussian after integrating out the � angle [30]:
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The parameter v 0
n

reflects the component driven by the average geometry of the overlap region; it is expected to be
sizable only for n = 2.

Due to the finite number of particles M produced in each event, harmonic flow can only be estimated from the
observed flow vector Q

n

or per-particle normalized flow vector q
n

:
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where the sum runs over the particles in the event, �
i

are their azimuthal angles and  
n

is the event plane. The
magnitude and direction of q

n

di↵er from those for the truth flow, due to azimuthal fluctuations associated with finite
particle multiplicity, denoted by sstatn , as well as non-flow from various short-range correlations, denoted by sn,

q
n

= v
n

+ sn + sstatn (4)

In heavy ion collisions, all three components, flow, non-flow and finite number e↵ects fluctuate event to event.
Therefore the probability distributions for q

n

and v
n

can be related to each other by random smearing functions that
reflect the non-flow and statistical fluctuation.

p(q
n

) = p(v
n

)⊗ p(s
n

)⊗ p(sstatn ) (5)

The statistical fluctuation component usually cancels out after averaging over many events in two- or multi-particle
correlation analyses (see discussion in the next section). The non-flow fluctuations are more complicated, and they
depend on the number of short-range sources, the particle multiplicity in each source and possible correlations between
di↵erent sources (for example dijets).
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III. CONTRIBUTION OF FLOW AND NON-FLOW TO MULTI-PARTICLE CUMULANTS

Let’s first consider the case where there are only flow correlations for events with finite multiplicity. The moment
of p(v

n

) distribution can be extracted from multi-particle correlations: A 2k-particle azimuthal correlator is obtained
by averaging over all unique combinations in one event then over all events [31, 32]:
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. (6)

where �x2k� ≡ ∫ x2k
p(x)dx is the 2k-th moment of the probability distribution for x, and we have used the fact that

statistical fluctuations (sstatn ) drop out after averaging over many events. The 2k-particle cumulant is then obtained
by proper combination of correlations involving ≤ 2k number of particles, whose expression can be obtained with the
following generating function [31]:
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The formulae for the first three are [31]:
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Eqs. 6–10 play a crucial role for understanding how the flow and non-flow contribute to multi-particle correlations, so
we shall discuss them in more detail below.

Let’s consider the usual expressions for two- and four-particle correlators in terms of q
n

and Q
n

for one event with
M particles [32, 33],
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The advantage of using per-particle normalized flow vector q
n

is that all quantities in the equation are smaller than
one, and the terms can be sorted in powers of ! = 1�M � 1 and q

kn

∼ q

k

n

[27]. The event-by-event weights are
slightly modified from those in Ref. [32]: W�2� = M(M − 1)�2, W�4� = M(M − 1)(M − 2)(M − 3)�4! etc 2. Each
term has a simple interpretation. The two-particle correlator �2� has two terms: the first term Q

2
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2

pairs, the second term corresponds to contribution of M duplicate pairs: �1 = �2. Four-particle correlator �4� has
P

M,4 =M(M−1)(M−2)(M−3) quadruplets, expressed as Q4
n

(M4 quadruplets) minus contributions from quadruplets
where the same particle appears more than once, e.g. combinations such as �1 = �2 = �3 = �4, �1 = �2 = �3 ≠ �4,
�1 = �2 ≠ �3 ≠ �4 ... etc. In total, there are M

4 − P
M,4 quadruplets containing duplicated particles. The removal

of duplicate combinations insures that the statistical fluctuation associated with finite particle multiplicity drops out
from q

n

after averaging over many events.

1 This definition of vn{2k} assumes the sign of cn{2k} is negative for even k, and positive for odd k, which is not true for arbitrary p(vn)
distribution [27].

2 Since the correct weight should consider only unique 2k-particle combinations instead of all permutations, therefore. the weight for
2k-particle correlation need to be divided by (2k)!. However since all events are a↵ected by the same factor, this does not matter much
in practice except for discussing the statistical power between di↵erent cumulant methods.
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When only flow correlations are present, cumulants are fully determined from moments of the p(v
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If the distribution of v

n

is the Gaussian function defined in Eq. 2, flow harmonics defined by cumulants have a
simple expression [34]:
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while the v

n

{2} also includes contribution from flow fluctuations, the higher-order cumulants v
n

{4,6, ..} measure the
component associated with average geometry, so called reaction-plane flow.

In small systems, due to finite number of sources in the initial density distribution, flow fluctuations are expected
to deviate from Gaussian, and were suggested to follow a power function [35, 36].
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where ↵ is related to the number of sources for particle production in the initial state, and  is related to hydrodynamic
response to the initial eccentricity ✏

n

,  = v

n

�✏
n

. The higher-order cumulants v

n

{4,6, ..} are expected to quickly
converge to a non-zero value reflecting the influence of the non-Gaussian tail (controlled by ↵) of the power distribution.

When both flow and non-flow are present and are un-correlated with each other, the generating function Eq. 7
becomes:
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and the measured cumulant is the sum of the seperate contributions from cumulant of flow and cumulant of non-flow:
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Equation 17 provides a simple way to understand the influence of non-flow to c

n

{2k}. In large collision systems,
the number of non-flow sources is large and proportional to M . Since the orientation of these sources are weakly
correlated, non-flow fluctuation p(s

n

) is expected to approach Gaussian with a width that scale as 1�M (confirmed
in HIJING simulation [37]). In this case, the non-flow contribution to four-particle or higher-order cumulants are
naturally suppressed, e.g. c

n

{2k, s} ≈ 0 for k > 1. However in small collision systems, the p(s
n

) distribution is
expected to be highly non-Gaussian since the number of sources is small but strongly fluctuates event to event, and
the particle multiplicity in a single source can be large compare to M . In this case, the contribution from non-flow
could be large, and the sign and magnitude of c

n

{2k} depend on the nature of p(v
n

) and p(s
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).
IV. FLUCTUATIONS OF FLOW AND NON-FLOW AND THE SIGN OF CUMULANTS
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{2k} are more fundamental than the v
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{2k}, the latter is well motivated only when flow distribution is close
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{2k} usually leads to a small change in v
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{2k} for large k. A factor of
two change in c
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{8}, for example, only leads to 9% change in v
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{8}. Given the large uncertainty (more than 10%) in
current measurements of v2{4}, v2{6} and v2{8} in small systems, they can’t yet place strong constraints on p(v
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) 4.

3 This is also true for higher-order cumulants and Lee-Yang Zero method [38], whose existence is only proven for narrow fluctuations
(vmax
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n � 2.3) or nearly Gaussian fluctuations [38].
4 To distinguish between Gaussian and power distributions, for example, a precision of few percents is required for v
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{6} and
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{8} [36].
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Correlators only trivially non-flow if the non-flow fluctuations are negligible

Single-event 
azimuthal distribution

Single-event flow coefficients: 
Bessel-Gaussian

We measure “q” vector

Which is the sum of 
flow + nonflow

Which convolves non-flow 
with the underlying flow PDF

Generating function for 
flow coefficients is easily  

generalized to include non-flow

• Nice derivation in recent paper by Jia, et al (arxiv:1701.03830)

Cumulants carry contributions 
from non-flow as well as flow!
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• CMS used two different 
approaches for inclusive 
and strange hadrons 

• Two particle correlations with 
a peripheral subtraction 

• Multiparticle cumulants with 
no additional nonflow 
subtraction except |∆|>2 for 
two particles
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exactly m times those for the corresponding v2{m} harmonics, where m = 4 or 6.

5 Results

5.1 Two-particle correlation functions
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Figure 1: The 2D two-particle correlation functions for inclusive charged particles (top), K0
S par-

ticles (middle), and L/L particles (bottom), with 1 < ptrig
T < 3 GeV/c and associated charged

particles with 1 < passoc
T < 3 GeV/c, in low-multiplicity (10  Noffline

trk < 20, left) and high-
multiplicity (105  Noffline

trk < 150, right) pp collisions at
p

s = 13 TeV.

Figure 1 shows the 2D Dh–Df correlation functions, for pairs of a charged (top), a K0
S (mid-

dle), or a L/L (bottom) trigger particle with a charged associated particle, in low-multiplicity
(10  Noffline

trk < 20, left) and high-multiplicity (105  Noffline
trk < 150, right) pp collisions atp

s = 13 TeV. Both trigger and associated particles are selected from the pT range of 1–3 GeV/c.
For all three types of particles at high multiplicity, in addition to the correlation peak near
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Figure 5: The vsub
2 (top) and vsub

3 (bottom) results of charged particles as a function of Noffline
trk ,

averaged over 0.3 < pT < 3.0 GeV/c, in pp collisions at
p

s = 5, 7, and 13 TeV, pPb collisions
at psNN = 5 TeV, and PbPb collisions psNN = 2.76 TeV, after correcting for back-to-back jet
correlations estimated from low-multiplicity data. The error bars correspond to the statistical
uncertainties, while the shaded areas denote the systematic uncertainties. Systematic uncer-
tainties are found to have no dependence on

p
s for pp results and therefore are only shown

for 13 TeV.

difference between the two methods becomes larger as Noffline
trk decreases. It was checked that

when applying exactly the same kinematic selections and analysis methods, no discrepancy
is found between the two experiments. In the study of v2 from multiparticle correlations, as
will be discussed in Section 5.3, the v2 is always considered with respect to all the particles in
the event for each multiplicity class, which is consistent with the method used in this paper to
extract v2 from two-particle correlations.

The v2 results as a function of pT for high-multiplicity pp events at
p

s = 5, 7, and 13 TeV
are shown in Fig. 6 before (left) and after (right) correcting for jet correlations. To compare
results with similar average Noffline

trk , 105  Noffline
trk < 150 is chosen for 13 TeV while 110 

Noffline
trk < 150 is chosen for 5 and 7 TeV. Little energy dependence is observed for the pT-

differential v2 results, especially before correcting for jet correlations, as shown in Fig. 6 (left).
This conclusion also holds after jet correction procedure for vsub

2 results (Fig. 6, right) within
systematic uncertainties, although systematic uncertainties for vsub

2 are significantly higher at
high pT because of the large magnitude of the subtracted term. This observation is consistent
with the energy independence of associated long-range yields on the near side reported in
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Figure 6: The v2 results of inclusive charged particles, before (left) and after (right) subtracting
correlations from low-multiplicity events, as a function of pT in pp collisions at

p
s = 13 TeV for

105  Noffline
trk < 150 and at

p
s = 5, 7 TeV for 110  Noffline

trk < 150. The error bars correspond
to the statistical uncertainties, while the shaded areas denote the systematic uncertainties. Sys-
tematic uncertainties are found to have no dependence on

p
s for pp results and therefore are

only shown for 13 TeV.

Ref. [3]. The observed pT dependence of vsub
2 , in high-multiplicity pp events with peak values

at 2–3 GeV/c at various energies, is similar to that in pPb [38, 43, 56] and PbPb [14, 57, 58]
collisions.

The dependence of the elliptic flow harmonic on particle species can shed further light on the
nature of the correlations. The v2 data as a function of pT for identified K0

S and L/L particles
are extracted for pp collisions at

p
s = 13 TeV. Figure 7 shows the results for a low (10 

Noffline
trk < 20) and a high (105  Noffline

trk < 150) multiplicity range before applying the jet
correction procedure.

At low multiplicity (Fig. 7 left), the v2 values are found to be similar for charged particles, K0
S

and L/L hadrons across most of the pT range within statistical uncertainties, similar to the ob-
servation in pPb collisions at psNN = 5 TeV [39]. This would be consistent with the expectation
that back-to-back jets are the dominant source of long-range correlations on the away side in
low-multiplicity pp events. Moving to high-multiplicity pp events (105  Noffline

trk < 150, Fig. 7
right), a clear deviation of v2 among various particle species is observed. In the lower pT re-
gion of . 2.5 GeV/c, the v2 value of K0

S is greater than that of L/L at a given pT value. Both are
consistently below the inclusive charged particle v2 values. Since most charged particles are
pions in this pT range, this indicates that lighter particle species exhibit a stronger azimuthal
anisotropy signal. A similar trend was first observed in AA collisions at RHIC [59, 60], and
later also seen in pPb collisions at the LHC [38, 39]. This behavior is found to be qualitatively
consistent with both hydrodynamic models [44, 45] and an alternative initial state interpreta-
tion [47]. At pT > 2.5 GeV/c, the v2 values of L/L particles tend to become greater than those of
K0

S particles. This reversed ordering of K0
S and L/L at high pT is similar to what was previously

observed in pPb and PbPb collisions [39].

After applying the correction for jet correlations, the vsub
2 results as a function of pT for 105 

Noffline
trk < 150 are shown in Fig. 8 (top) for the identified particles and charged hadrons. The

A familiar shape from p+Pb and Pb+Pb: 
no variation with beam energy
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Figure 5: The vsub
2 (top) and vsub

3 (bottom) results of charged particles as a function of Noffline
trk ,

averaged over 0.3 < pT < 3.0 GeV/c, in pp collisions at
p

s = 5, 7, and 13 TeV, pPb collisions
at psNN = 5 TeV, and PbPb collisions psNN = 2.76 TeV, after correcting for back-to-back jet
correlations estimated from low-multiplicity data. The error bars correspond to the statistical
uncertainties, while the shaded areas denote the systematic uncertainties. Systematic uncer-
tainties are found to have no dependence on

p
s for pp results and therefore are only shown

for 13 TeV.

difference between the two methods becomes larger as Noffline
trk decreases. It was checked that

when applying exactly the same kinematic selections and analysis methods, no discrepancy
is found between the two experiments. In the study of v2 from multiparticle correlations, as
will be discussed in Section 5.3, the v2 is always considered with respect to all the particles in
the event for each multiplicity class, which is consistent with the method used in this paper to
extract v2 from two-particle correlations.

The v2 results as a function of pT for high-multiplicity pp events at
p

s = 5, 7, and 13 TeV
are shown in Fig. 6 before (left) and after (right) correcting for jet correlations. To compare
results with similar average Noffline

trk , 105  Noffline
trk < 150 is chosen for 13 TeV while 110 

Noffline
trk < 150 is chosen for 5 and 7 TeV. Little energy dependence is observed for the pT-

differential v2 results, especially before correcting for jet correlations, as shown in Fig. 6 (left).
This conclusion also holds after jet correction procedure for vsub

2 results (Fig. 6, right) within
systematic uncertainties, although systematic uncertainties for vsub

2 are significantly higher at
high pT because of the large magnitude of the subtracted term. This observation is consistent
with the energy independence of associated long-range yields on the near side reported in

A familiar shape from p+Pb and Pb+Pb: 
no variation with beam energy, 

when including strange hadrons, a clear mass ordering
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Figure 7: The v2 results for inclusive charged particles, K0
S and L/L particles as a function

of pT in pp collisions at
p

s = 13 TeV, for 10  Noffline
trk < 20 (left) and 105  Noffline

trk < 150
(right). The error bars correspond to the statistical uncertainties, while the shaded areas denote
the systematic uncertainties.

vsub
2 values for all three types of particles are found to increase with pT, reaching 0.08–0.10 at

2 < pT < 3 GeV/c, and then show a trend of decreasing vsub
2 values for higher pT values. The

particle mass ordering of v2 values in the lower pT region is also observed after applying jet
correction procedure, while at higher pT the ordering tends to reverse. As done in Ref. [39],
the scaling behavior of vsub

2 divided by the number of constituent quarks, nq, as a function of
transverse kinetic energy per quark, KET/nq, is investigated for high-multiplicity pp events in
Fig. 8 (bottom). The dashed curve corresponds to a polynomial fit to the K0

S data. The ratio of
nq-scaled vsub

2 results for K0
S and L/L particles divided by this polynomial function fit is also

shown in Fig. 8 (bottom). An approximate scaling is seen for KET/nq & 0.2 GeV within about
±10%.

5.3 Multi-particle correlations and collectivity

To further reduce the residual jet correlations on the away side and explore the possible collec-
tive nature of the long-range correlations, a four- and six-particle cumulant analysis is used to
extract the elliptic flow harmonics, v2{4} and v2{6}. The four-particle cumulant c2{4} values
for charged particles with 0.3 < pT < 3.0 GeV/c are shown in Fig. 9 (left), as a function of Noffline

trk
for pp collisions at

p
s = 5, 7, and 13 TeV. The pPb data at psNN = 5 TeV [43] are also plotted for

comparison. The six-particle cumulant c2{6} values for pp collisions at
p

s = 13 TeV are shown
in Fig. 9 (right), compared with pPb data at psNN = 5 TeV [43]. Due to statistical limitations,
c2{6} values are only derived for high multiplicities (i.e., Noffline

trk ⇡ 100) for 13 TeV pp data.

The c2{4} values for pp data at all energies show a decreasing trend with increasing multiplic-
ity, similar to that found for pPb collisions. An indication of energy dependence of c2{4} values
is seen in Fig. 9 (left), where c2{4} tends to be larger for a given Noffline

trk range at lower
p

s ener-
gies. As average pT values are slightly smaller at lower collision energies, the observed energy
dependence may be related to smaller negative contribution to c2{4} from smaller pT-averaged
v2{4} signals. In addition, when selecting from a fixed multiplicity range, a larger positive con-
tribution to c2{4} from larger jet-like correlations in the much rarer high-multiplicity events in
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Figure 9: The c2{4} (left) and c2{6} (right) values as a function of Noffline
trk for charged particles,

averaged over 0.3 < pT < 3.0 GeV/c and |h| < 2.4, in pp collisions at
p

s = 5, 7, and 13 TeV.
The pPb data at psNN = 5 TeV are also plotted for comparison. The error bars correspond to the
statistical uncertainties, while the shaded areas denote the systematic uncertainties. Systematic
uncertainties are found to have no dependence on

p
s for pp results and therefore are only

shown for 13 TeV.

c2{6}/sc2{6} > 2), so that the statistical uncertainties can be propagated as Gaussian fluctu-
ations [62]. The v2{4} and v2{6} results, averaged over 0.3 < pT < 3.0 GeV/c and |h| < 2.4,
for pp collisions at

p
s = 13 TeV are shown in the left panel of Fig. 10, as a function of event

multiplicity. The v2 data obtained from long-range two-particle correlations after correcting for
jet correlations (vsub

2 {2, |Dh| > 2}) are also shown for comparison.

Within experimental uncertainties, the multi-particle cumulant v2{4} and v2{6} values in high-
multiplicity pp collisions are consistent with each other, similar to what was observed previ-
ously in pPb and PbPb collisions [40]. This provides strong evidence for the collective nature of
the long-range correlations observed in pp collisions. However, unlike for pPb and PbPb col-
lisions where vsub

2 {2, |Dh| > 2} values show a larger magnitude than multi-particle cumulant
v2 results, the v2 values obtained from two-, four-, and six-particle correlations are comparable
in pp collisions at

p
s = 13 TeV within uncertainties. In the context of hydrodynamic models,

the relative ratios of v2 among two- and various orders of multi-particle correlations provide
insights to the details of initial-state geometry fluctuations in pp and pPb systems. As shown
in Ref. [46], the ratio of v2{4} to vsub

2 {2, |Dh| > 2} is related to the total number of fluctuat-
ing sources in the initial stage of a collision. The comparable magnitudes of vsub

2 {2, |Dh| > 2}
and v2{4} signals observed in pp collisions, compared to pPb collisions at similar multiplic-
ities, may indicate a smaller number of initial fluctuating sources that drive the long-range
correlations seen in the final state. Meanwhile, it remains to be seen whether other proposed
mechanisms [32–34] in interpreting the long-range correlations in pPb and PbPb collisions can
also describe the features of multi-particle correlations seen in pp collisions.
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Figure 10: Left: The vsub
2 {2, |Dh| > 2}, v2{4} and v2{6} values as a function of Noffline

trk for
charged particles, averaged over 0.3 < pT < 3.0 GeV/c and |h| < 2.4, in pp collisions atp

s = 13 TeV. Middle: The vsub
2 {2, |Dh| > 2}, v2{4}, v2{6}, v2{8}, and v2{LYZ} values in

pPb collisions at psNN = 5 TeV [43]. Right: The vsub
2 {2, |Dh| > 2}, v2{4}, v2{6}, v2{8}, and

v2{LYZ} values in PbPb collisions at psNN = 2.76 TeV [43]. The error bars correspond to the
statistical uncertainties, while the shaded areas denote the systematic uncertainties.

6 Summary

The CMS detector has been used to measure two- and multi-particle azimuthal correlations
with K0

S, L/L and inclusive charged particles over a broad pseudorapidity and transverse
momentum range in pp collisions at

p
s = 5, 7, and 13 TeV. With the implementation of high-

multiplicity triggers during the LHC 2010 and 2015 pp runs, the correlation data are explored
over a broad particle multiplicity range. The observed long-range (|Dh| > 2) correlations are
quantified in terms of azimuthal anisotropy Fourier harmonics (vn). The elliptic (v2) and trian-
gular (v3) flow Fourier harmonics are extracted from long-range two-particle correlations. After
subtracting contributions from back-to-back jet correlations estimated using low-multiplicity
data, the v2 and v3 values are found to increase with multiplicity for Noffline

trk . 100, and reach
a relatively constant value at higher values of Noffline

trk . The pT dependence of the v2 harmonics
in high-multiplicity pp events is found to have no or very weak dependence on the collision
energy. In low-multiplicity events, similar v2 values as a function of pT are observed for in-
clusive charged particles, K0

S and L/L, possibly reflecting a common back-to-back jet origin
of the correlations for all particle species. Moving to the higher-multiplicity region, a parti-
cle species dependence of v2 is observed with and without correcting for jet correlations. For
pT . 2 GeV/c, the v2 of K0

S is found to be larger than that of L/L. This behavioris similar to
what was previously observed for identified particles produced in pPb and AA collisions at
RHIC and the LHC. This mass ordering tends to reverse at higher pT values. Finally, v2 signals
based on four- and six-particle correlations are observed for the first time in pp collisions. The
v2 values obtained with two-, four-, and six-particle correlations at

p
s = 13 TeV are found to be

comparable within uncertainties. These observations provide strong evidence supporting the
interpretation of a collective origin for the observed long-range correlations in high-multiplicity
pp collisions.

4-particle flow only defined when cumulant is negative: 
Only happens at higher multiplicities,  

when non-flow is apparently less relevant (Ntrk > 50)

But where defined, higher order cumulants ~agree. 
In p+Pb and Pb+Pb, v2{2}>v2{4,6,8} since v2{2} more sensitive to v2 fluctuations
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reference particles. The error bars and shaded boxes denote statistical
and systematic uncertainties, respectively
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Fig. 14 Comparison of the ATLAS and CMS [45] results for c2{4}
cumulants in pp collisions at 5.02 TeV (left) and 13 TeV (right) shown
as a function of ⟨Nch(pT > 0.4 GeV)⟩. The ATLAS results are shown
for two event selections: EvSel_Mref and EvSel_Nch with the error

bars and shaded boxes denoting statistical and systematic uncertainties,
respectively. For the CMS results, the error bars indicate statistical and
systematic uncertainties added in quadrature

obtained by CMS [45] in Fig. 14. The ATLAS results are
shown for two event selections: EvSel_Mref and EvSel_Nch
(see Sect. 6). For the nominal event selection (EvSel_Mref ),

the c2{4} cumulants at 5.02 TeV agree with the CMS mea-
surement at high multiplicities, while at low multiplicities
the CMS cumulants are systematically smaller in magnitude
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c2{4} sensitive to how the events are selected:  
In ATLAS, combining events with fixed number of raw tracks  

gives a higher value to c2{4} — killing flow signal seen by CMS 
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Abstract Multi-particle cumulants and corresponding
Fourier harmonics are measured for azimuthal angle distri-
butions of charged particles in pp collisions at

√
s = 5.02 and

13 TeV and in p + Pb collisions at
√
sNN = 5.02 TeV, and com-

pared to the results obtained for low-multiplicity Pb + Pb
collisions at

√
sNN = 2.76 TeV. These measurements aim to

assess the collective nature of particle production. The mea-
surements of multi-particle cumulants confirm the evidence
for collective phenomena in p + Pb and low-multiplicity
Pb + Pb collisions. On the other hand, the pp results for four-
particle cumulants do not demonstrate collective behaviour,
indicating that they may be biased by contributions from non-
flow correlations. A comparison of multi-particle cumulants
and derived Fourier harmonics across different collision sys-
tems is presented as a function of the charged-particle mul-
tiplicity. For a given multiplicity, the measured Fourier har-
monics are largest in Pb + Pb, smaller in p + Pb and smallest
in pp collisions. The pp results show no dependence on the
collision energy, nor on the multiplicity.

1 Introduction

One of the signatures of the collective behaviour of the
hot, dense medium produced in heavy-ion collisions is the
azimuthal anisotropy of produced particles. This anisotropy
results from spatial asymmetry in the initial interaction region
in off-centre ion–ion collisions. The initial asymmetry acti-
vates strong pressure gradients along the shorter axis of the
overlap region, leading to increased production of particles
within the reaction plane, defined by the impact parameter
vector (the vector separation of the barycentres of the two
nuclei) and the beam axis. The azimuthal anisotropy is com-
monly characterized by Fourier harmonics vn , referred to as
single-particle harmonic flow coefficients: vn = ⟨cos[n(φ −
#R)]⟩, where φ is the azimuthal angle of a produced particle

⋆ e-mail: atlas.publications@cern.ch

and #R is the azimuthal angle of the reaction plane [1]. This
anisotropic, collective enhancement of particle production
is a global long-range phenomenon extending over a wide
pseudorapidity range.

The anisotropy of charged-particle azimuthal angle distri-
butions in A + A collisions has been a subject of extensive
experimental studies at RHIC [2–7] and at the LHC [8–22].
In non-central heavy-ion collisions, the large and dominating
v2 coefficient is mainly associated with the elliptic shape of
the nuclear overlap. The v2 coefficient in ultra-central col-
lisions and other vn coefficients in all collisions are related
to various geometric configurations arising from fluctuations
of the nucleon positions in the overlap region [23,24]. The
reported results are consistent with model calculations based
on a hydrodynamic description of the system evolution and
provide conclusive evidence that the hot and dense matter
produced in A + A collisions behaves collectively in accor-
dance with a hydrodynamic flow and has properties resem-
bling those of a nearly perfect fluid [25–28].

The study of p + A collisions was thought to provide
information on cold nuclear matter effects, relevant for under-
standing the hot and dense system produced in A + A col-
lisions. In p + A collisions, the size of the produced system
is small compared to the mean free path of its constituents.
Therefore, it might be expected that the collective flow, if any,
generated in p + A collisions is much weaker than in heavy-
ion interactions. Contrary to these expectations, significant
vn coefficients, only about 40% smaller in magnitude than
those obtained in Pb + Pb collisions, have been measured
in p + Pb collisions at the LHC energy of

√
sNN = 5.02 TeV

[29–38]. Observations of azimuthal anisotropies were also
reported recently for d + Au [39,40] and 3He+Au [41] col-
lisions at the RHIC energy of

√
sNN = 200 GeV.

Interestingly, long-range two-particle azimuthal correla-
tions have also been observed in high-multiplicity pp col-
lisions at the LHC energies [42–46]. It was found that the
measured azimuthal correlations, which extend over a wide

123
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Does the ridge really disappear at low multiplicities,  
or is it just overwhelmed by non-flow?
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Figure 3: Left Panel: template fit to the per-trigger particle yields Y(��) in 13 TeV pp collisions for charged-particle
pairs with 0.5<pa,b

T <5 GeV and 2<|�⌘|<5. This plot corresponds to the Nrec
ch �90 multiplicity range. The template

fitting includes only the second-order harmonic, v2,2. The solid points indicate the measured Y(��), the open points
and curves show di↵erent components of the template (see legend) that are shifted along the y-axis by G or by
FYperiph(0), where necessary, for presentation. Right Panel: The di↵erence between the Y(��) and the template fit,
showing the presence of v3,3 and v4,4 components. The vertical error bars indicate statistical uncertainties.

to be the strength of the ridge. Figure 4 shows that such a procedure would give zero yields in low- and
intermediate-multiplicity collisions where the minimum of Y(��) occurs at ��⇠0. In high-multiplicity
events the ZYAM-based yields, while non-zero, are still underestimated.

Figure 5 shows the template fits to the p+Pb data in a format similar to Figure 4. The template fits
describe the data well across the entire Nrec

ch range used in this paper. Previous p+Pb ridge analyses used
a peripheral subtraction procedure to remove the jet component from Y(��) [1]. That procedure is similar
to the ZYAM-based template fitting procedure, in that it assumes absence of any long-range correlations
in the peripheral events. In the following sections, comparisons between the vn,n obtained from these two
methods are shown.
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Figure 4: Template fits to the per-trigger particle yields Y(��), in 13 TeV (left panels) and in 5.02 TeV pp collisions
(right panels) for charged particle pairs with 0.5<p

a,b
T <5 GeV and 2<|�⌘|<5. The template fitting includes 2nd, 3rd

and 4th order harmonics. From top to bottom, each panel represents a di↵erent N

rec
ch range. The solid points indicate

the measured Y(��), the open points and curves show di↵erent components of the template (see legend) that are
shifted along the y-axis, where necessary, for clarity.

intervals. Several prior pp ridge measurements rely on the ZYAM method [70, 71] to extract yields on the
near-side [14, 15]. In these analyses, the yield of excess pairs in the ridge above the minimum of the Y(��)
distribution is considered to be the strength of the ridge. Figure 4 shows that such a procedure would give
zero yields in low and intermediate multiplicity collisions where the minimum of Y(��) occurs at ��⇠0.
In high multiplicity events, the ZYAM-based yields, while non-zero, are still underestimated.

Figure 5 shows the template fits to the p+Pb data in a format similar to Fig. 4. The template fits describe
the data well across the entire N

rec
ch range used in this note. Previous p+Pb ridge analyses used a peripheral
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Figure 4: Template fits to the per-trigger particle yields Y(��), in 13 TeV (left panels) and in 5.02 TeV pp collisions
(right panels) for charged particle pairs with 0.5<p

a,b
T <5 GeV and 2<|�⌘|<5. The template fitting includes 2nd, 3rd

and 4th order harmonics. From top to bottom, each panel represents a di↵erent N

rec
ch range. The solid points indicate

the measured Y(��), the open points and curves show di↵erent components of the template (see legend) that are
shifted along the y-axis, where necessary, for clarity.

intervals. Several prior pp ridge measurements rely on the ZYAM method [70, 71] to extract yields on the
near-side [14, 15]. In these analyses, the yield of excess pairs in the ridge above the minimum of the Y(��)
distribution is considered to be the strength of the ridge. Figure 4 shows that such a procedure would give
zero yields in low and intermediate multiplicity collisions where the minimum of Y(��) occurs at ��⇠0.
In high multiplicity events, the ZYAM-based yields, while non-zero, are still underestimated.

Figure 5 shows the template fits to the p+Pb data in a format similar to Fig. 4. The template fits describe
the data well across the entire N

rec
ch range used in this note. Previous p+Pb ridge analyses used a peripheral
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T <5 GeV and 2<|�⌘|<5. The template fitting includes 2nd, 3rd
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ch range. The solid points indicate

the measured Y(��), the open points and curves show di↵erent components of the template (see legend) that are
shifted along the y-axis, where necessary, for clarity.

intervals. Several prior pp ridge measurements rely on the ZYAM method [70, 71] to extract yields on the
near-side [14, 15]. In these analyses, the yield of excess pairs in the ridge above the minimum of the Y(��)
distribution is considered to be the strength of the ridge. Figure 4 shows that such a procedure would give
zero yields in low and intermediate multiplicity collisions where the minimum of Y(��) occurs at ��⇠0.
In high multiplicity events, the ZYAM-based yields, while non-zero, are still underestimated.

Figure 5 shows the template fits to the p+Pb data in a format similar to Fig. 4. The template fits describe
the data well across the entire N

rec
ch range used in this note. Previous p+Pb ridge analyses used a peripheral
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rec
ch range. The solid points indicate

the measured Y(��), the open points and curves show di↵erent components of the template (see legend) that are
shifted along the y-axis, where necessary, for clarity.

intervals. Several prior pp ridge measurements rely on the ZYAM method [70, 71] to extract yields on the
near-side [14, 15]. In these analyses, the yield of excess pairs in the ridge above the minimum of the Y(��)
distribution is considered to be the strength of the ridge. Figure 4 shows that such a procedure would give
zero yields in low and intermediate multiplicity collisions where the minimum of Y(��) occurs at ��⇠0.
In high multiplicity events, the ZYAM-based yields, while non-zero, are still underestimated.

Figure 5 shows the template fits to the p+Pb data in a format similar to Fig. 4. The template fits describe
the data well across the entire N

rec
ch range used in this note. Previous p+Pb ridge analyses used a peripheral
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Figure 4: Template fits to the per-trigger particle yields Y(��), in 13 TeV (left panels) and in 5.02 TeV pp collisions
(right panels) for charged particle pairs with 0.5<p

a,b
T <5 GeV and 2<|�⌘|<5. The template fitting includes 2nd, 3rd

and 4th order harmonics. From top to bottom, each panel represents a di↵erent N

rec
ch range. The solid points indicate

the measured Y(��), the open points and curves show di↵erent components of the template (see legend) that are
shifted along the y-axis, where necessary, for clarity.

intervals. Several prior pp ridge measurements rely on the ZYAM method [70, 71] to extract yields on the
near-side [14, 15]. In these analyses, the yield of excess pairs in the ridge above the minimum of the Y(��)
distribution is considered to be the strength of the ridge. Figure 4 shows that such a procedure would give
zero yields in low and intermediate multiplicity collisions where the minimum of Y(��) occurs at ��⇠0.
In high multiplicity events, the ZYAM-based yields, while non-zero, are still underestimated.

Figure 5 shows the template fits to the p+Pb data in a format similar to Fig. 4. The template fits describe
the data well across the entire N

rec
ch range used in this note. Previous p+Pb ridge analyses used a peripheral
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Ridge term needed for all multiplicities,  
even when ridge seems to disappear for low Nch
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PRL 116, 172301 (2016) 
arXiv:1609.06213
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Figure 18: Comparison of the v
n

obtained from the template fitting procedure in the 13 TeV pp, 5.02 TeV pp, and
5.02 TeV p+Pb data, as a function of N

rec
ch . The results are for 1<p

a,b
T <5 GeV. The three panels correspond to n=2,

3 and 4. The error bars and shaded bands indicate statistical and systematic uncertainties, respectively.
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Figure 19: Ratio of the v4 to the v22 as a function of N

rec
ch in the 13 TeV pp and 5.02 TeV p+Pb data. The results are
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T <5 GeV. The error bars and shaded bands indicate statistical and systematic uncertainties, respectively.
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Sinusoidal terms in pp persist to lower multiplicities (Nch~20-30), 
suggesting there is no need to only select high multiplicity events

v2 v3

PRL 116, 172301 (2016) 
ATLAS-CONF-2016-025

PRL 116, 172301 (2016) 
arXiv:1609.06213
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Figure 16: Left panels: comparison of the vn obtained from the template fitting procedure in the 13 TeV pp, 5.02 TeV
pp, and 5.02 TeV p+Pb data, as a function of Nrec

ch . The results are for 0.5<pa,b
T <5 GeV. Right panels: the pT

dependence of the vn for the Nrec
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respectively. The error bars and shaded bands indicate statistical and systematic uncertainties, respectively.
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PRL 116, 172301 (2016) 
arXiv:1609.06213

Shape familiar from Pb+Pb, attributed to flow below 4 GeV  
Very high pT behavior complicated by some  

multiplicity dependence in the template at high pT 
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Still open questions in small systems!

If hydro., v2 should go down toward low Ntrk!
Cumulants with η gap?!

Template fit! Low-Ntrk subtraction!

Weller, Romatschke!
arXiv:1701.07145!

Does collectivity turn off at low Ntrk?!

23!
arXiv:1612.05634, arXiv:1701.03830!

Comparisons of v2 extracted from 2PC, 
but with different methods to remove non-flow. 

Difference in magnitude just reflects pT selection. 
Hydro calculations seem to prefer the CMS data (how much is this from IS?) 

Is there another way to control non-flow?

W. Li, QM2017



S U B E V E N T  C U M U L A N T S
Subevent cumulant

• In standard cumulant, non-flow sources contribute to four-particle correlation 4 ;

5

4 ≡ G<H IJKILMINMIO

;< 4 ≡ 4 − 2 2 < ≡ 4 PQPMRSQT + CU − 2 C< <
#

V Subevent cumulant

• In standard cumulant, non-flow sources contribute to four-particle correlation 4 ;
• In the subevent method, particles are correlated across all subevents (long-range).
• 3 subevent cumulant can further suppress away-side jet contribution;

• New method validated in PYTHIA, but is there a data-driven way to check the 
residual non-flow in data?

5

#

V

;<<W|Y,A 4 ≡ 4 <W|Y,A − 2 2 W|Y 2 W|A

arXiv: 1701.03830

[ \]

4 ≡ G<H IJKILMINMIO

In “standard” cumulant 
method, jets can contribute  

to non-flow in a way that 
fluctuates event-by-event.

In “subevent” cumulant 
method, require that particles  

come from two or three 
different detector regions:  

break up sources of non-flow,  
to only look at long-range

M. Zhou, QM2017
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Strong dependence on 
how events are classified: 
non-flow fluctuations can  

apparently induce a flow signal

Non-flow fluctuations are tamed  
using subevents in the cumulants:  
negative c2{4} over a wide range 

in multiplicity, less sensitive to  
selection criteria
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Suggests a wide range in which a true v2 signal  
can be extracted from pp data
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Increasing the minimum pT from 0.3 to 0.5 GeV, 
increases the flow signal substantially



F L O W  I N  P P ?

• The evidence for “collectivity” in pp certainly looks 
compelling, as much as it does for A+A 

• The source of the collectivity remains under debate 
• Both hydro and CGC approaches are improving year-

over-year (you will certainly hear more on this this week) 

• Clearly, we cannot decide this one way or another 
without a better, and shared, understanding of 
non-flow correlations in all of its manifestations



F I N :  B A C K  T O  T H E  F U T U R E

Pb+Pbpp

Intriguing prospect: Pb+Pb may provide  
a new (collective?) perspective on the pp underlying event.

Hydro in pp: 
Ollitrault, Werner, 

Bzdak, etc. 



F I N :  B A C K  T O  T H E  F U T U R E

Pb+Pbpp

Intriguing prospect: Pb+Pb may provide  
a new (collective?) perspective on the pp underlying event.

Hydro in pp: 
Ollitrault, Werner, 

Bzdak, etc. 



O T H E R  S Y S T E M S ?

e+e- at Z  pole produces 
~20 charged particles/event, 

more at LEP2 energies.  
Does it have a ridge?  

Complicated by correlations 
between multiplicity & Njet 

Inclusive photoproduction (γ+A) has a large 
cross section in A+A collisions,  

easily tagged using ZDCs  
Physics should be ~low-energy p+A: 

Does it have a ridge? 
Accessible at LHC and EIC (RHIC?)



C O N C L U S I O N S

• A brief prologue on what is known about 
• Pb+Pb, p+Pb and p+p at the LHC 
• Au+Au, p/d/

3
He+Au at RHIC 

• Since the RHIC data, the LHC data have deepened our understanding of jet 
quenching and collective flow in Pb+Pb collisions 

• But RHIC is pushing in new directions as well, with extensive energy and system scans 

• Systematic study of smaller systems showing evidence for collective behavior 
even at low multiplicities 

• All experiments are reporting similar evidence 
• How will this affect our understanding of soft pp collisions, cf. PYTHIA8 
• How should it inform our plans for the study of QCD matter in the future? 

•  Many interesting new directions just hinted at here 
• I didn’t even cover new measurements involving physics in the longitudinal direction! 
• Even smaller systems? 
• Using pp flow measurements to image the proton, complementary to previous studies 

with p+Pb (jets) and future studies at an EIC?
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range in pseudorapidity, can be explained by the cos(nφ)

modulation of the single-particle azimuthal angle distribu-
tion. The extracted Fourier harmonics vn for n = 2–4 [46]
are generally much smaller than those measured in p + Pb and
Pb + Pb collisions, and show no dependency on the charged-
particle multiplicity. On the other hand, they display a similar
dependence on particle transverse momenta, suggesting that
the same underlying mechanism may be responsible for the
long-range azimuthal correlations. These observations in pp
collisions, together with the results from the p + A sys-
tem described above, are among the most challenging and
pressing problems in the domain of soft quantum chromody-
namics. Various models have been proposed to explain the
source of the observed long-range correlations in small col-
lision systems [47–63], but the origin of the effect is still
under intense debate. It is not yet known whether the mech-
anism responsible for the observed collective behaviour in
A + A collisions is also relevant for the smaller systems. The
main purpose of this paper is to contribute to this debate by
providing new experimental results.

Several differing analysis methods are applied to mea-
sure Fourier harmonics in high-energy collisions. They differ
principally in their sensitivity to correlations not related to
the initial collision geometry (referred to as non-flow corre-
lations), which can result from resonance decays, jet produc-
tion, Bose–Einstein correlations or energy–momentum con-
servation. For small collision systems and low-multiplicity
final states, the most common method uses two-particle
correlation functions [29–31,33,35–38,42–46,64]. In this
method, the non-flow correlations are suppressed by requir-
ing a large pseudorapidity separation, |"η|, between particles
forming a pair. This requirement eliminates most of the short-
range correlations including intra-jet correlations. The jet–jet
correlations are subtracted from the two-particle correlation
function using the correlations measured in low-multiplicity
events (see e.g. [43,46]).

The multi-particle cumulant method [65–67] was pro-
posed to suppress the non-flow correlations. The method aims
to measure correlations between a large number of particles,
from which the correlations between a small number of par-
ticles are subtracted. Since non-flow correlations typically
involve a low number of particles, they are suppressed in
many-particle cumulants. The drawback of the method is the
statistical limitation in calculating the cumulants of more than
two particles. Furthermore, the multi-particle cumulants in
small collision systems, derived from correlations between
low number of particles, can be biased by non-flow jet and
dijet correlations, which dominate the azimuthal correlation
signal. The cumulant method has been applied to measure
global correlations and Fourier harmonics in Pb + Pb and
p + Pb collisions [18,20,32,33,36]. Recently, the four- and
six-particle cumulants were also measured by the CMS Col-
laboration in pp collisions at 5, 7 and 13 TeV [45].

In this paper, the ATLAS measurements of multi-particle
cumulants are presented for pp collisions at 5.02 and 13 TeV
and for p + Pb collisions at

√
sNN = 5.02 TeV. For compar-

ison, the results for low-multiplicity (peripheral) Pb + Pb
collisions at

√
sNN = 2.76 TeV are also shown. The results are

averaged over large ranges in pT and pseudorapidity. Results
obtained from different collision systems are compared as a
function of the charged-particle multiplicity.

The paper is organized as follows. The analysis method is
described in the next section, followed by the description of
the detector (Sect. 3) and presentation of the analysed data
samples and event and track selections in Sects. 4 and 5. The
analysis details are given in Sect. 6 while Sect. 7 contains a
discussion of systematic uncertainties and cross-checks. The
results for cumulants and the corresponding Fourier harmon-
ics are shown in Sect. 8. A summary and concluding remarks
are given in Sect. 9.

2 Multi-particle cumulants

The multi-particle cumulant method is useful in studying the
global nature of correlations observed in azimuthal angles of
particles produced in high-energy collisions. The cumulant
method involves the calculation of 2k-particle azimuthal cor-
relations, corrn{2k}, and cumulants, cn{2k}, for nth Fourier
harmonics, where n = 2, 3, 4 and k = 1, 2, 3, 4 for the anal-
ysis presented in this paper. The corrn{2k} are defined as
[65,67]:

⟨⟨corrn{2}⟩⟩ ≡ ⟨⟨ein(φ1−φ2)⟩⟩,
⟨⟨corrn{4}⟩⟩ ≡ ⟨⟨ein(φ1+φ2−φ3−φ4)⟩⟩,
⟨⟨corrn{6}⟩⟩ ≡ ⟨⟨ein(φ1+φ2+φ3−φ4−φ5−φ6)⟩⟩,
⟨⟨corrn{8}⟩⟩ ≡ ⟨⟨ein(φ1+φ2+φ3+φ4−φ5−φ6−φ7−φ8)⟩⟩,
where the brackets “⟨⟨⟩⟩” denote double averaging, per-
formed first over particles in an event and then over all events
within a given event class. For every event, the average is
taken over all possible of the combinations of the azimuthal
angles φi (i = 1, . . . , 8) of the 2k particles.

With the calculated multi-particle azimuthal correlations,
the cumulants cn{2k} are obtained after subtracting the corre-
lations between 2(k−1) particles according to the following
formulae [65,67]:

cn{2} = ⟨⟨corrn{2}⟩⟩,
cn{4} = ⟨⟨corrn{4}⟩⟩ − 2⟨⟨corrn{2}⟩⟩2,

cn{6} = ⟨⟨corrn{6}⟩⟩ − 9⟨⟨corrn{2}⟩⟩
×⟨⟨corrn{4}⟩⟩ + 12⟨⟨corrn{2}⟩⟩3,

cn{8} = ⟨⟨corrn{8}⟩⟩ − 16⟨⟨corrn{2}⟩⟩
×⟨⟨corrn{6}⟩⟩ − 18⟨⟨corrn{4}⟩⟩2

+144⟨⟨corrn{2}⟩⟩2⟨⟨corrn{4}⟩⟩ − 144⟨⟨corrn{2}⟩⟩4.

123
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The Q-cumulant method [67], used in this analysis, relies
on the idea of expressing the multi-particle correlations in
terms of powers of the flow vector Qn . This approach allows
multi-particle correlations and cumulants to be calculated in
a single pass over data events. The flow vector is defined for
each collision event with multiplicity M as:

Qn, j ≡
M∑

i=1

w
j
i einφi , (1)

where the subscript n denotes the order of the flow harmonic,
j is the power of the flow vector, and the sum runs over all
particles in an event with wi being the weight of the i th
particle. The weight accounts for detector effects including
the tracking efficiency and is defined in Sect. 6.

If the measured cn{2k} cumulants are free of non-flow cor-
relations, they can be used to estimate Fourier harmonics vn .
Furthermore, assuming that the event-by-event fluctuations
of vn are negligibly small, the Fourier harmonics denoted by
vn{2k} can be determined [65]:

vn{2} =
√
cn{2}, (2)

vn{4} = 4
√

−cn{4}, (3)

vn{6} = 6
√
cn{6}/4, (4)

vn{8} = 8
√

−cn{8}/33. (5)

From the above definitions it is evident that determination of
real values of Fourier harmonics requires negative (positive)
cn{4} and cn{8} (cn{2} and cn{6}) values.

3 ATLAS detector

The data were collected with the ATLAS detector [68].1 The
detector consists of three main systems: an inner tracking
detector (ID) surrounded by a thin superconducting solenoid,
electromagnetic and hadronic calorimeters, and a muon spec-
trometer. The ID is immersed in a 2T axial magnetic field and
provides charged-particle tracking in the range |η| < 2.5. It
consists of silicon pixel, silicon microstrip (SCT), and straw-
tube transition radiation tracking detectors. Since 2015 the
pixel detector includes an additional layer at smaller radius,
the “insertable B-layer” (IBL) [69,70]. The calorimeter sys-
tem covers the pseudorapidity range up to |η| = 4.9. The
muon spectrometer surrounds the calorimeters and is based
on three large air-core toroid superconducting magnets with

1 ATLAS uses a right-handed coordinate system with its origin at the
nominal interaction point (IP) in the centre of the detector and the z-axis
along the beam pipe. The x-axis points from the IP to the centre of the
LHC ring, and the y-axis points upwards. Cylindrical coordinates (r,φ)
are used in the transverse plane, φ being the azimuthal angle around the
z-axis. The pseudorapidity is defined in terms of the polar angle θ as
η = − ln tan(θ/2).

eight coils each. The field integral of the toroids ranges
between 2 to 6 T m across most of the detector. Measure-
ments presented in this document use signals from the ID
while other components are used for triggering.

Events are selected with a trigger system [71]. The first-
level (L1) trigger is implemented in hardware and uses a
subset of the detector information. For this analysis the infor-
mation from calorimeters, minimum bias trigger scintillator
(MBTS) counters (covering the range 2.1 < |η| < 3.8) and
zero degree calorimeters (ZDCs) with the range |η| > 8.3 is
used at L1. The L1 trigger is followed by two software-based
trigger levels: level-2 (L2) and Event Filter (EF). In pp data-
taking in 2015, the L2 and EF trigger levels are combined in
a common high-level trigger (HLT) framework.

4 Data sets

The
√
s = 5.02 TeV pp data were recorded in November

2015 and correspond to an integrated luminosity of about
28 pb−1. The average number of additional interactions in
the same bunch crossing, µ, ranges from 0.4 to 1.3. For the
low-multiplicity event selections, three minimum-bias trig-
gers were used: the first required a hit in at least one MBTS
counter, the second required a hit in at least one MBTS
counter on each side, and the third required at least one recon-
structed track at the HLT seeded by a random trigger at L1. In
order to enhance the number of high-multiplicity events, ded-
icated high-multiplicity triggers (HMTs) were implemented.
Three HMTs required at L1 more than 5, 10 and 20 GeV in
the total transverse energy (

∑
ET) recorded in the calorime-

ters, and at the HLT more than 60, 90 and 90 reconstructed
charged-particle tracks with pT > 0.4 GeV and |η| < 2.5,
respectively.

The
√
s = 13 TeV pp data were taken over two running

periods in June and August of 2015. For the first running
period, µ varied between 0.002 and 0.03, while for the sec-
ond µ ranged from 0.05 to 0.6. The total integrated lumi-
nosity collected over these two periods is approximately
0.075 pb−1. In addition to the minimum-bias event trigger,
HMTs were implemented seeded by a L1 requirement of∑

ET > 10 GeV. For the low-µ running period, the require-
ment of more than 60 reconstructed charged-particle tracks
at the HLT was imposed. For the moderate-µ data (the sec-
ond data-taking period), two requirements on the number of
online reconstructed charged-particle tracks at the HLT, of
more than 60 and 90, were employed.

The p + Pb data were collected during the LHC run at
the beginning of 2013. The LHC operated in two configu-
rations during this running period, by reversing the direc-
tions of the proton and lead beams. The proton beam with
the energy of 4 TeV collided with a Pb beam of energy
1.57 TeV per nucleon. This leads to

√
sNN = 5.02 TeV in the

123
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After inserting Eqs. (16), (A7) and (A9) into Eq. (A6)
and solving the resulting expression for h4in,n|n,n the
single-event average 4-particle correlations (Eq.(18)) fol-
lows.

This derivation can be generalized to obtain analytic
results for any higher order multi-particle azimuthal cor-
relations. Below we provide the expression for the 6-
particle correlation:

h6i ⌘ 1

PM,6

MX0

i,j,k,l,m,n=1

ein(�i+�j+�k��l��m��n)

=
|Qn|6+9 · |Q2n|2 |Qn|2�6 ·Re [Q2nQnQ⇤

nQ
⇤
nQ

⇤
n]

M(M � 1)(M � 2)(M � 3)(M � 4)(M � 5)

+ 4
Re [Q3nQ⇤

nQ
⇤
nQ

⇤
n]� 3 ·Re [Q3nQ⇤

2nQ
⇤
n]

M(M � 1)(M � 2)(M � 3)(M � 4)(M � 5)

+ 2
9(M � 4) ·Re [Q2nQ⇤

nQ
⇤
n] + 2 · |Q3n|2

M(M � 1)(M � 2)(M � 3)(M � 4)(M � 5)

� 9
|Qn|4 + |Q2n|2

M(M � 1)(M � 2)(M � 3)(M � 5)

+ 18
|Qn|2

M(M � 1)(M � 3)(M � 4)

� 6

(M � 1)(M � 2)(M � 3)
. (A10)

With that, the 6th order cumulant is given by

cn{6} = hh6ii � 9 · hh2ii hh4ii+ 12 · hh2ii3 , (A11)

and the reference flow vn is estimated as

vn{6} = 6

r
1

4
cn{6} . (A12)

Appendix B: Particle weights

Below we provide formulae to use for the case when
the reference flow is calculated using particle weights.
For that we introduce a weighted Q-vector evaluated in
harmonic n:

Qn,k ⌘
MX

i=1

wk
i e

in�i , (B1)

where wi is a particle weight of the i-th particle labeled
as RFP and M is the total number of RFPs in an event.
In general, we will need flow vectors with power k up
to the order of multi-particle correlations. Similarly, we
define

pn,k ⌘
mpX

i=1

wk
i e

in i . (B2)

Note that only particles which have a RFP label, have
a non-unit weight, while for the particles labeled as POI

only, wi = 1. For the subset of POIs which consists of
all particles labeled both as POI and RFP (mq in total)
we introduce

qn,k ⌘
mqX

i=1

wk
i e

in i . (B3)

For RFPs we also introduce:

Sp,k ⌘
"

MX

i=1

wk
i

#p

, (B4)

Mabcd··· ⌘
MX0

i,j,k,l,...=1

wa
i w

b
jw

c
kw

d
l · · · . (B5)

For all particles labeled both as RFP and POI we evaluate
the following quantity:

sp,k ⌘
"mqX

i=1

wk
i

#p

, (B6)

while in the definition below the first sum runs over all
POIs in the window of interest and the remaining sums
run over all RPs in an event

M0
abcd··· ⌘

mpX

i=1

MX0

j,k,l,...=1

wa
i w

b
jw

c
kw

d
l · · · . (B7)

Using the definitions presented above the weighted
single-event 2- and 4-particle correlations are given by:

h2i ⌘ 1

M11

MX0

i,j=1

wiwj e
in(�i��j) , (B8)

h4i ⌘ 1

M1111

MX0

i,j,k,l=1

wiwjwkwl e
in(�i+�j��k��l). (B9)

The event weights (9) and (10) now read

Wh2i ⌘ M11 , (B10)

Wh4i ⌘ M1111 . (B11)

Analogously, the reduced single-event multi-particle cor-
relations now read:

h20i⌘ 1

M0
01

mpX

i=1

MX0

j=1

wj e
in( i��j), (B12)

h40i⌘ 1

M0
0111

mpX

i=1

MX0

j,k,l=1

wjwkwl e
in( i+�j��k��l), (B13)

where the event weights (24) and (25) are now:

wh20i ⌘ M0
01 ,

wh40i ⌘ M0
0111 . (B14)
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The second step involves averaging over all events:

hh2ii ⌘
DD

ein(�1��2)
EE

⌘

X

events

(Wh2i)i h2ii
X

events

(Wh2i)i
, (7)

hh4ii ⌘
DD

ein(�1+�2��3��4)
EE

⌘

X

events

(Wh4i)i h4ii
X

events

(Wh4i)i
, (8)

where by double brackets we denote an average, first over
all particles and then over all events. Wh2i and Wh4i
are the event weights, which are used to minimize the
e↵ect of multiplicity variations in the event sample on the
estimates of 2- and 4-particle correlations. In general,
the optimal choice of weights would be determined by
the multiplicity dependence of vn. The best approach
might be to calculate the cumulants at fixed M and then
average over the entire event sample. In our calculations,
with vn independent of multiplicity, we use:

Wh2i ⌘ M(M � 1) , (9)

Wh4i ⌘ M(M � 1)(M � 2)(M � 3) . (10)

The above choice for the event weights takes into account
the number of di↵erent 2- and 4-particle combinations in
an event with multiplicity M .

The general formalism of cumulants was introduced
into flow analysis by Ollitrault et al [7–9]. We will use
below the notations from those papers. The 2nd order
cumulant, cn{2}, is simply an average of 2-particle cor-
relation defined in Eq. (7):

cn{2} = hh2ii . (11)

As was pointed out first in [8] the genuine 4-particle cor-
relation (i.e. 4-particle cumulant), is given by:

cn{4} = hh4ii � 2 · hh2ii2 . (12)

Expressions (11) and (12) are applicable only for detec-
tors with uniform acceptance and will be generalized in
Appendix C to extend their applicability for detectors
with non-uniform acceptance.

Di↵erent order cumulants provide independent esti-
mates for the same reference harmonic vn. In particu-
lar [8]:

vn{2} =
p

cn{2} , (13)

vn{4} = 4
p
�cn{4} , (14)

where the notation vn{2} is used to denote the reference
flow vn estimated from the 2nd order cumulant cn{2}, and
vn{4} stands for the reference flow vn estimated from the
4th order cumulant cn{4}.

III. REFERENCE FLOW

To obtain the 2nd order cumulant it su�ces to separate
diagonal and o↵-diagonal terms in |Qn|2:

|Qn|2 =
MX

i,j=1

ein(�i��j) = M +
X0

i,j

ein(�i��j) , (15)

which can be trivially solved to obtain h2i:

h2i = |Qn|2 �M

M(M � 1)
. (16)

The event averaging is being performed via Eq. (7). The
resulting expression for hh2ii is than used to estimate 2nd

order cumulant (see Eq. (11)), which in turn is used to
estimate the reference flow harmonic vn by making use
of Eq. (13).
To obtain the 4th order cumulant we start with the

decomposition of |Qn|4 (for details, see Appendix A)

|Qn|4 = QnQnQ
⇤
nQ

⇤
n =

MX

i,j,k,l=1

ein(�i+�j��k��l) . (17)

We have four distinct cases for the indices i, j, k and
l: 1) they are all di↵erent (4-particle correlation), 2)
three are di↵erent, 3) two are di↵erent or 4) they are
all the same. Note, that the case of three di↵erent in-
dices corresponds to the so-called mixed harmonics 3-
particle correlations, in many analyses of great interest
by itself [18, 19]. Equations for 3-particle correlations are
provided in Appendix A. Taking everything into account,
we obtain the following analytic result for the single-event
average 4-particle correlation defined in Eq. (6):

h4i = |Qn|4 + |Q2n|2 � 2 ·Re [Q2nQ⇤
nQ

⇤
n]

M(M � 1)(M � 2)(M � 3)

� 2
2(M � 2) · |Qn|2 �M(M � 3)

M(M � 1)(M � 2)(M � 3)
. (18)

The reason why the originally proposed cumulant anal-
ysis [7] was biased lies in the fact that the terms con-
sisting of Q-vectors evaluated in di↵erent harmonics (for
instance terms |Q2n|2 and Re [Q2nQ⇤

nQ
⇤
n]) have been ne-

glected. As seen from Eq. (18), such terms do appear in
the analytic results and are crucial in disentangling the
interference between harmonics. In particular, if a higher
harmonic v2n is present than |Qn|4 picks up an addi-
tional contribution depending on that harmonic, namely
v22nM(M�1)+v2nv2n2M(M�1)(M�2), which is exactly
canceled out with the contribution of harmonic v2n to
|Q2n|2 and Re [Q2nQ⇤

nQ
⇤
n], which read Mv22n(M�1) and

M(M�1)(M�2)v2nv2n+M(M�1)v22n, respectively.
The final, event averaged 4-particle azimuthal correla-

tion, hh4ii, is then obtained by making use of Eqs. (8)
and (10). Using hh4ii and hh2ii one can calculate the 4th

order cumulant from Eq. (12).
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where by double brackets we denote an average, first over
all particles and then over all events. Wh2i and Wh4i
are the event weights, which are used to minimize the
e↵ect of multiplicity variations in the event sample on the
estimates of 2- and 4-particle correlations. In general,
the optimal choice of weights would be determined by
the multiplicity dependence of vn. The best approach
might be to calculate the cumulants at fixed M and then
average over the entire event sample. In our calculations,
with vn independent of multiplicity, we use:
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relation defined in Eq. (7):
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relation (i.e. 4-particle cumulant), is given by:
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Expressions (11) and (12) are applicable only for detec-
tors with uniform acceptance and will be generalized in
Appendix C to extend their applicability for detectors
with non-uniform acceptance.

Di↵erent order cumulants provide independent esti-
mates for the same reference harmonic vn. In particu-
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resulting expression for hh2ii is than used to estimate 2nd

order cumulant (see Eq. (11)), which in turn is used to
estimate the reference flow harmonic vn by making use
of Eq. (13).
To obtain the 4th order cumulant we start with the

decomposition of |Qn|4 (for details, see Appendix A)

|Qn|4 = QnQnQ
⇤
nQ

⇤
n =

MX

i,j,k,l=1

ein(�i+�j��k��l) . (17)

We have four distinct cases for the indices i, j, k and
l: 1) they are all di↵erent (4-particle correlation), 2)
three are di↵erent, 3) two are di↵erent or 4) they are
all the same. Note, that the case of three di↵erent in-
dices corresponds to the so-called mixed harmonics 3-
particle correlations, in many analyses of great interest
by itself [18, 19]. Equations for 3-particle correlations are
provided in Appendix A. Taking everything into account,
we obtain the following analytic result for the single-event
average 4-particle correlation defined in Eq. (6):

h4i = |Qn|4 + |Q2n|2 � 2 ·Re [Q2nQ⇤
nQ

⇤
n]

M(M � 1)(M � 2)(M � 3)

� 2
2(M � 2) · |Qn|2 �M(M � 3)

M(M � 1)(M � 2)(M � 3)
. (18)

The reason why the originally proposed cumulant anal-
ysis [7] was biased lies in the fact that the terms con-
sisting of Q-vectors evaluated in di↵erent harmonics (for
instance terms |Q2n|2 and Re [Q2nQ⇤

nQ
⇤
n]) have been ne-

glected. As seen from Eq. (18), such terms do appear in
the analytic results and are crucial in disentangling the
interference between harmonics. In particular, if a higher
harmonic v2n is present than |Qn|4 picks up an addi-
tional contribution depending on that harmonic, namely
v22nM(M�1)+v2nv2n2M(M�1)(M�2), which is exactly
canceled out with the contribution of harmonic v2n to
|Q2n|2 and Re [Q2nQ⇤

nQ
⇤
n], which read Mv22n(M�1) and

M(M�1)(M�2)v2nv2n+M(M�1)v22n, respectively.
The final, event averaged 4-particle azimuthal correla-

tion, hh4ii, is then obtained by making use of Eqs. (8)
and (10). Using hh4ii and hh2ii one can calculate the 4th

order cumulant from Eq. (12).


