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plan

• Solar wind properties and turbulence

• Plasma physics measurements in the solar wind

• Instabilities (as opposed to ‘turbulence’)

• For the future...

Thesis:  there is finite power at and above k ~ 1 that is unrelated to 
the turbulent cascade



Solar wind properties (at, say, 1 AU)

Fast wind (1 AU)
vsw ~ 500-1000 km/s
Tp ~10-20 eV
Te ~ 5-20 eV
n ~ 1-10 cm-3
B ~ 5 nT, B is larger
 ~ 1

Slow wind (1 AU)
vsw ~ 250-500 km/s
Tp ~5-20 eV
Te ~ 5-20 eV
n ~ 5-25 cm-3
B ~ 5 nT
 ~ 1



‘Heating’ is required to accelerate the solar wind

• Parker solar wind model 
(unmagnetized, zero angular 
momentum, critical points, 
etc.)

• Requires energy input at 
exobase beyond available 
photospheric thermal energy

• Plenty of magnetic energy 
density available 
• waves
• reconnection
• ambipolar electric field 

(exosphere)
(Parker, 1958)



‘Heating’ is required to sustain the solar wind

• Local (Rs) and extended (AU) 
heating are required

• Extended heating implies waves
• Alfven waves - 

• observed and copious (i.e. 
Belcher & Davis, 1971)

• weakly damped (compared to 
fast- and slow-mode)

• excited by large-scale motion 
near the Sun, n-i coupling, 
etc.

adiabatic

Helios proton temperature in the fast wind

Hence, turbulence...



• Kolmogorov (isotropic, hydro) turbulence - scale free inertial range

Alfvenic turbulence and heating

τ ∼ λ/u

� ∼ u3/λ u ∼ (�λ)1/3

P ∼ λu2 ∼ �2/3λ5/3

� ∼ u2

τ
= const

(Leamon et al., 1998)

The total field |B|, field components, 
density, temperature, and velocity all 
show evidence of k-5/3 behavior 
(sometimes)



• Goldreich-Sridhar (anisotropic) turbulence - also scale free, ‘strong’

Alfvenic turbulence and heating

ω ∼ k�vA ∼ k⊥v⊥

k� � k⊥

� ∼ v2
⊥
τ

= const τ ∼ λ/v⊥ ∼ l�/vA

� ∼ v3
⊥/λ v⊥ ∼ (�λ)1/3

P ∼ λu2
⊥ ∼ �2/3λ5/3

k� ∼ k2/3
⊥

critical balance

perpendicular cascade

evolution is primarily in perpendicular wavenumber

P� ∼ l2



Evidence for a perpendicular cascade

• Magnetic field fluctuation power shows k-5/3 spectrum in the 
perp direction only

• Parallel power << perpendicular power

• Indices at high frequencies consistent with evolution to KAW
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Figure 4. Number of bin counts for each angle bin at the frequency 0.716 Hz
using the data from 2008 March and 2008 January in Table 1. The direction
θ = 0 is radially outward from the sun. Note that these two data sets are
contained in opposite magnetic sectors (inward and outward).
(A color version of this figure is available in the online journal.)

describes the power spectral density as a function of the angle
θ between the local mean magnetic field and the (radial) mean
flow direction.

In this study, angle bins are defined by the partition θk =
kπ/30, k = 0, 1, 2, . . . , 30, µk = cos(θk). The width of each
angle bin is 6 deg, which is small enough to resolve the
interesting behavior near the endpoints θ = 0 and θ = π ,
but large enough to usually provide a reasonable statistical
sample at all angles of interest. Figure 4 is a typical example
of the distribution of bin counts seen for the data in this study.
The orientation of the interplanetary magnetic field, outward or
inward, is also apparent from Figure 4. The maximum bin count
coincides with the direction of the Parker spiral in each case. The
distributions of bin counts was qualitatively and quantitatively
similar at all frequencies from 5×10−3 Hz to 2 Hz. The number
of bin counts in the parallel direction was typically 4%–9% of
the maximum number of bin counts taken over all bins.

5. RESULTS

The power spectra P (ν, µ) computed by means of Equa-
tion (27) using the 2008 February data in Table 1 are shown in
Figure 5. The different curves in Figure 5 correspond to differ-
ent angle bins and have been offset vertically for easier viewing.
The minimum and maximum wavelet scales are approximately
0.48 s and 200 s, respectively. The number of different scales
is M = 30. The corresponding frequency range extends from
approximately 5×10−3 Hz to 2 Hz in the spacecraft frame. The
transition from the low-frequency inertial range to the high-
frequency dissipation range is indicated by the change in spec-
tral slope around 0.4 Hz, a typical break-frequency near the orbit
of the Earth at 1 AU.

Restricting attention to the range of frequencies called the
inertial range, ν ! 0.2 Hz, linear least-squares fits are performed
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Figure 5. Power spectral density vs. frequency for angle bins centered at θ = 3
(bottom), 9, 15, 21,. . . , 93 deg (top) computed using the 2008 February data
in Table 1 by means of Equation (27). The different curves have been offset
vertically for easier viewing.
(A color version of this figure is available in the online journal.)

in log–log space to find the best fit power-law exponents. For
a given data record, the frequency range used to obtain the
fits is the same for all angles. But, for each data record in
Table 1 a different frequency range is used to fit the data. This
was necessary because of occasional outliers in the spectra,
usually at the lowest frequencies, which can significantly effect
the power-law fits. Such outliers are partly attributable to the
smaller bin count at extreme angles and low frequencies. The
frequency ranges used to fit the data are listed in Table 1. An
example of the power-law fits is shown by the red line segments
in Figure 5 which have been drawn so that they cover the precise
frequency interval used to determine the fit.

The dependence of the inertial range power-law exponents
on the angle θ is shown in Figure 6. For outward magnetic
sectors, the power-law exponent changes from roughly 2 to
1.6 as the angle θ increases from 0 to 90 deg. The results are
qualitatively similar in every case. For inward magnetic sectors,
the power-law exponent changes from roughly 2 to 1.6 as the
angle θ decreases from 180 to 90 deg. Once again, the results
are qualitatively similar in every case. The error bars for the
power-law exponents in Figure 6 are 99% confidence intervals
based on linear regression analysis of the data on a log–log plot;
they are not standard deviations.

Near θ = 0 in outward sectors and 180 deg in inward
sectors the power-law exponents have greater uncertainty as

(Podesta, 2009)

4 R. T. Wicks, T. S. Horbury, C. H. K. Chen, and A. A. Schekochihin

Start R |B| VSW VA ni σc Ti ρi Inertial Range α
Day (AU) (nT) (km s−1) (km s−1) (cm−3) (×105K) (×103km) α(P⊥) α(P||)

100 1.48 2.82 758 56 1.21 0.65 2.49 1.52 −1.62± 0.03 −1.92± 0.02
150 1.76 1.98 780 49 0.77 0.66 2.09 1.98 −1.58± 0.02 −2.00± 0.01
200 2.11 1.46 785 45 0.50 0.57 1.91 2.57 −1.64± 0.01 −1.9± 0.1
250 2.46 1.17 779 41 0.38 0.52 1.75 3.06 −1.69± 0.01 −1.9± 0.1
300 2.77 0.97 766 38 0.31 0.46 1.61 3.56 −1.64± 0.02 −1.94± 0.04

Table 1. Results from five different periods of Ulysses data from 1995, showing start day and mean physical parameters for each period.
The spectral indices of the parallel and perpendicular inertial range are calculated fitting straight lines to the logarithm of the spectra
in the range 2× 10−2 < kρi < 2× 10−1.

ply, perhaps surprisingly, that the total width of the inertial
range does not change significantly with distance from the
Sun. Indeed Figure 3 shows that the range of scales from
where P⊥/P|| = 1 to kρi = 1 is always approximately two
decades (5 × 10−3 ! kρi ! 5 × 10−1). While (as previous
studies have shown (Bavassano et al. 1982; Horbury et al.
1996) both the outer scale and the ion gyroscale increase
with distance from the Sun (Table 1), they increase in such
a way as to keep the total width of the inertial range ap-
proximately constant.

Let us make a simple estimate of how the ratio of ρi
and the outer scale (L) varies with distance from the Sun
R. We assume |B| ∝ R−1.48, |V | ≈ constant, T ∝ R−1.02

and L ∝ R1.1, the scalings that have been obtained from
Ulysses observations (Ebert et al. 2009; Goldstein et al.
1996; Horbury et al. 1996). Then:

L
ρi

∝ L|B||V |√
T

∝ R0.13. (2)

This very weak dependence on R is essentially unmeasurable
due to the scatter in the power anisotropy measurements at
large scales and the small range of heliocentric distances cov-
ered. This explains why we do not see a significant increase
in the width of the inertial range.

This simple analysis taken in conjunction with the scal-
ing of the magnetic field strength from the Parker spiral
equation also leads to the conjecture that the inertial range
might be expected to be wider closer to the Sun. Close to
the Sun the magnetic field decreases like |B| ∝ R−2, whereas
further out in the heliosphere it decreases with |B| ∝ R−1

(Burlaga 1984, 2002). This would imply L/ρi ∝ R−1/2 close
to the Sun and L/ρi ∝ R1/2 further out in the heliosphere.
The Ulysses results appear to be in the transition region be-
tween these two behaviours where the L/ρi ∼ const. Thus,
the inertial range in the corona could be wider than that
observed in fast solar wind at 1 AU and wider again in the
outer heliosphere. The winding of the Parker spiral controls
the scaling of the magnetic field magnitude with radius and
so this scaling is also dependent on heliospheric latitude.

Finally, we show the similarity between the five periods
we analyse and the effect of power enhancement parallel to
the field close to the ion gyroradius by plotting compensated
spectra for the parallel and perpendicular power. Compen-
sated spectra are defined:

PC(k) =
P (k)
P⊥0

(

k
k0

)−α

, (3)

where k0ρi = 2×10−1 and P⊥0 = P⊥(k0ρi); indicated in Fig-
ure 4 by an arrow. The spectral indices used to compensate
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Figure 4. Perpendicular and parallel power for each of the five
periods in Table 1, compensated to remove a spectral gradient of
−5/3 from the perpendicular power and −2 from the parallel.

the spectra are α = −5/3 for the perpendicular spectrum
and α = −2 for the parallel spectrum.

Both P⊥ and P|| show a horizontal region between
2×10−2 ! kρi ! 5×10−1 implying that the spectral indices
are close to −5/3 and −2 for the perpendicular and paral-
lel power, respectively. At kρi < 10−2 the parallel spec-
trum turns downward, the steeper gradient indicating the
roll over towards isotropy and a spectral index of −1 has
begun. The outer scale break point is at kρi ≈ 10−3 where
another downward turn is seen in both the perpendicular
and parallel spectra.

At kρi ≈ 0.7, a clear peak can be seen in the parallel
power which coincides with the steepening of the perpendic-
ular spectrum. This is remarkably consistent across all five
periods used. The parallel power peak suggests a local en-
hancement (perhaps injection) of energy possibly due to ion
kinetic instabilities, but does not of course prove it. Ulysses
high speed wind particle distributions are often close to the
firehose instability threshold (Matteini et al. 2007, see also
simulations by Hellinger & Travnicek 2008). The enhance-
ment in P|| at kρi ≈ 0.7 is consistent with fluctuations
whose wavevectors are parallel to the field, although the
larger power when θB ≈ 90◦ means that such an enhance-
ment would not be detectable in the perpendicular power,
so the total wavevectors may be oblique. What is clear is

(Wicks et al., 2010)



• Goldreich-Sridhar (anisotropic) turbulence - also scale free

Alfvenic turbulence and heating

ω ∼ k�vA ∼ k⊥v⊥

k� � k⊥

critical balance

perpendicular cascade

– 1 –

1. Introduction & Context

Magnetohydrodynamic (MHD) turbulence is encountered in a wide variety of astrophysical and

space plasmas, including the solar wind, accretion disks around black holes, and the plasma between

stars in galaxies (the interstellar medium). In the past decade, there has been dramatic progress in

understanding the physics of MHD turbulence, in particular the incompressible component associ-

ated with Alfvénic fluctuations. Building on earlier work by, e.g., Montgomery and Turner (1981),

Shebalin et al. (1983), and Higdon (1984), Goldreich and Sridhar (1995) (hereafter GS) proposed

a quantitative model of incompressible MHD turbulence in the presence of a mean magnetic field

(see also Sridhar and Goldreich 1994; Goldreich and Sridhar 1997; Lithwick and Goldreich 2001).

The GS theory predicts that the energy in incompressible MHD turbulence cascades primarily by

developing small scales perpendicular to the local magnetic field, with k⊥ ! k‖, as schematically

shown in Figure 1. The power-spectrum of magnetic fluctuations perpendicular to the local mag-

netic field is Kolmogorov, with E(k⊥) ∝ k−5/3

⊥ , while parallel to the local field the power spectrum is

determined by setting the linear Alfvén frequency comparable to the non-linear cascade rate. This

criterion – known as critical balance – implies k‖ ∼ k2/3

⊥ L−1/3 $ k⊥ where L is the outer scale of the

turbulence. Numerical simulations of magnetized turbulence with a dynamically strong mean field

support the idea that such turbulence is strongly anisotropic (Shebalin et al. 1983; Cho and Vishniac

2000; Maron and Goldreich 2001; Cho et al. 2002). In situ measurements of MHD turbulence in the

solar wind (Matthaeus et al. 1990; Goldstein et al. 1995) (MORE) and observations of the scattering

of radio waves in the interstellar medium (“interstellar scintillation,” which is produced by density

fluctuations induced by MHD turbulence; Wilkinson et al. 1994; Trotter et al. 1998; Rickett et al.

2002; Dennett-Thorpe and de Bruyn 2003.) also provide evidence for a Kolmogorov cascade with

significant anisotropy.

Figure 1: Schematic diagram of the low-

frequency, anisotropic Alfvén-wave cascade in

wavenumber space: the horizontal axis is perpen-

dicular wavenumber; the vertical axis is the par-

allel wavenumber, proportional to the frequency.

MHD is valid only in the limit ω $ Ωi and

k⊥ρi $ 1; gyrokinetic theory, discussed in §2.1,

remains valid when the perpendicular wavenum-

ber is of the order of the ion Larmor radius,

k⊥ρi ∼ 1. Note that ω → Ωi only when k‖ρi → 1,

so gyrokinetics is applicable for k‖ $ k⊥.

The validity of the GS turbulence theory for compressible space and astrophysical plasmas

is an important question. Direct numerical simulations of compressible MHD turbulence (Cho &

Lazarian 2003) demonstrate that spectrum and anisotropy of slow and Alfvén waves are consistent

with the GS predictions. A recent work exploring weak compressible MHD turbulence in low-beta

k⊥ρi ≈ 1

ω/Ωi ≈ (ρi/L)1/3β−1/2
i

At

is very small.   Far from cyclotron 
resonance!  So we think that  = k vsw is 
pretty good.

Heating is by Landau damping or 
transit-time damping



Evidence for a KAW/perpendicular cascade

• Cluster measurements of the 
electric field of solar wind 
turbulence show that:
1. the cascade is Alfvenic - E 

and B are strongly correlated
2. the short wavelength electric 

field power is enhanced
3. the E/B ratio is consistent 

with Alfvenic inertial range 
and evolution to kinetic 
Alfven waves at short 
wavelengths

4.  density spectrum is k-5/3

cies. An inverse FFT restores the cleaned signal and a
Morlet wavelet spectrogram was computed from this
cleaned Ey, as well as the original Bz. The wavelet has
136 log-spaced frequencies; the final wavelet PSD is com-
puted as the square of the spectrum averaged over time.
The wavelet PSD is also shown in Fig. 2 (in red). The
wavelet spectrum extends to lower frequencies than the
FFT, which is composed of ensembles of smaller data
intervals; however, these very low frequencies lie below
the ‘‘cone of influence’’ and are unreliable [15]. Here we
restrict our interpretation to the region where the FFT and
wavelet spectra agree. The FFT electric spectrum in Fig. 2
shows clearly the effect of the notch filters and residual
spin-harmonic spikes. The wavelet PSD, with its much
larger bandwidth, mostly averages over these residual fea-
tures although a depression near the notched portion of the
spectrum can be seen. The FFT and wavelet PSD spectra
agree remarkably well for both electric and magnetic
fields.

Of course, our (human) scheme of measuring time
means little to the solar wind plasma, so there is little
reason to expect the data to be inherently organized by a
power spectrum in Hertz. Since the solar wind is super-
Alfvénic (Fig. 1), the phase speed vA of the Alfvénic
fluctuations is much less than the wind speed itself; hence
the measured frequency spectrum is actually a Doppler-
shifted wave number spectrum ! ! kvsw. This is often
called Taylor’s hypothesis and might not be considered to
hold at large wave numbers, especially if waves are present
with phase speeds greater than the solar wind speed (such
as whistler waves).

As discussed above, it is considered that the fluidlike
behavior of the wind breaks down at near k!i ! 1, there-
fore k!i is a natural parameter for organization of the
power spectrum. The top panel of Fig. 3 shows the FFT
and wavelet power spectra organized by k!i, instead of
frequency. For the FFT spectrum, the local values of jvswj,
Ti, and jBj are used to compute k " !=vsw and the thermal
ion gyroradius !i " vi=!ci averaged over each (186 sec)
ensemble; the Ey and Bz power spectra are then interpo-
lated onto a linearly spaced set of values k!i 2 #0:006; 10$.
Since solar wind parameters vary slightly in each en-
semble, this also has the effect of smearing (averaging)
over the narrow band interference in the FFT PSD of Ey.
The wavelet spectrograms are time averaged onto 4 sec
intervals and then interpolated onto a set of log-spaced
values of k!i; panels (a) and (b) of Fig. 1 show these scaled
spectrograms as a function of time. In Figs. 1(a) and 1(b),
the fluctuation power has been divided by k%5=3 to high-
light fluctuations above the average spectrum of the inertial
range. The electric and magnetic wavelet spectrograms are
then averaged to compute the composite spectra in
panel (a) of Fig. 3.

Between k!i ! 0:015 and 0.45, the wavelet and FFT
spectra of electric and magnetic fluctuations show power

law behavior with indices of k%1:7, which is consistent with
the Kolmogorov value of 5=3. Both "Ey and "Bz show
breakpoints at near k!i ! 0:45; the magnetic spectrum
becomes steeper with an index k%2:12, while the electric
spectrum becomes enhanced. As discussed above, steep
magnetic spectra have been observed previously [6,8].
Above k!i ! 0:45, the electric spectrum is a power-law
like k%1:26 to k!i ! 2:5. Above this second breakpoint, an
exponential exp#%k!i=12:5$ better fits the spectrum. At
these higher wave numbers, the electric field data are noisy
and show harmonics of the spin tone (as shown above). To
test the validity of these data, we perform two analyses.
The black dots of panel (c) in Fig. 3 show the correlation
between the electric and the magnetic wavelet power as a
function of k!i. It can be seen that the fluctuations are
strongly correlated through the inertial range (with coeffi-
cient ! 1), remain well correlated between the two break-

FIG. 3 (color). The wavelet (upper) and FFT (lower) power
spectra of Ey (green) and Bz (black) binned as a function of wave
number k!i (and offset for clarity) in panel (a). The electric
spectra are multiplied by factors to lie atop the magnetic spectra.
The spectrum is Kolmogorov k%5=3 over the interval k!i 2
#0:015; 0:45$; a spectral breakpoint occurs for both Ey and Bz

at k!i ! 0:45. A second breakpoint occurs for the electric
spectrum at k!i ! 2:5 above which the electric spectrum is
more exponential. Panel (b) shows the ratio of the electric to
magnetic spectra in the plasma frame; the average Alfvén speed
( "vA ! 40 km=s) is shown as a horizontal line. The red line is a
fitted dispersion curve, discussed in the text. Panel (c) shows
both the cross coherence of "Ey with "Bz (as blue dots with error
bars) and the correlation between the electric and magnetic
power (as black dots).

PRL 94, 215002 (2005) P H Y S I C A L R E V I E W L E T T E R S week ending
3 JUNE 2005

215002-3

(Bale et al, 2005)

Caveats:  
1. Cluster is only in the solar wind for short intervals
2. Spin tones (more later...)
3. EFW noise levels and sampling rates



Magnetic turbulence in the Solar Wind : 
Evidence for slope break in the electron range

Alexandrova et al., 
PRL, 2009  



Evidence for a perpendicular cascade

cross-correlation of density and fields

Measurements of 
spacecraft potential 
can be calibrated to 
give density (locally)

Density and fields are poorly correlated - not much compressive power!



Electric field measurements

- Voltage probes (and spacecraft) are Langmuir 
probes
- Current balance (thermal, photoelectron, 
secondaries) determines floating voltage

Cluster (and THEMIS) satellites have double-probe 
measurements, but ecliptic plane wire booms spin through 
the plasma wake (and have large photoelectron variations)

5 SIMULATIONS OF THE CLUSTER PHENOMENA 26
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Figure 15: Comparison between the potential obtained from the simulation (dashed blue) and
analytical models. The red line corresponds to an infinite Debye shielded cylinder and the black
line to the model introduced by Hallén. The horizontal axis gives the radial distance from the
center of the boom in the boom-flow plane (r in figure 14(b)).

the cube corresponds to an effective potential of 35 V for the spacecraft, i. e. the same
value as for the booms, as will be shown below.

Figure 16: Averaged ion density from the cube simulation between 30 ω−1
pe and 60 ω−1

pe in the
xy-plane. (The grid spacing is 4 m.)

In figures 16 and 17 the ion density and the potential in the xy-plane from the simula-
tions are shown. The wake behind the cube is not surprisingly smaller than the wake
behind the boom, reaching a minimum value of -0.34 V for the potential. This is much
smaller than the value for the boom, but the minimum is closer to the spacecraft in
this case and could therefore still affect the electric field instrument significantly. To
get an estimate of the influence on the instrument we look at the potential difference
between two points on opposite sides of the spacecraft separated by the boom length
of 88 m. As has been mentioned, an advantage of neglecting the wake effects of the
booms, is that we do not have to fix the angle of the booms relative to the flow. We
can therefore plot the potential difference between the probes as a function of the angle
of the virtual booms relative to the flow (see figure 18(a)). The potential at each ends
of the booms is calculated using the PIC interpolation method described in section



Electric field measurements

Voltage 

ELECTRIC FIELD MEASUREMENTS IN THE MAGNETOSPHERE 
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Three-electrode probe system. Potential along a line in the plasma through the probes and 
along a line through the lead ABD. 
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where Vo is the floating potential defined in Section 5. 
Equations (9) and (11) are still valid (with V=0 in Equation (9)). Equation (9) 
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- Voltage probes (and spacecraft) are Langmuir 
probes
- Current balance (thermal, photoelectron, 
secondaries) determine floating voltage

- Bias current minimizes voltage variations 
due to natural currents
- Unbiased probes measure primarily 
current variations - this is historically the 
case for SW experiments



 in shadow Rs ~ Te/jp which is highly variable
 in sunlight Rs ~ Vp/(je + jbias) which is smaller, less variable, and easier to control

 to make Rb large, minimize electron exchange between the spacecraft and sensors
 put sensors far from spacecraft (ie. sensors at the end of booms)
 put up a voltage barrier (voltage ‘guard’ surfaces)

 sensors are acting as Langmuir probes - put them as CLOSE as possible to each other on the I-V curve 
- Rs and Rb should be same for each antenna - symmetry w.r.t the Sun is critical! 

 summary:  antennas in sunlight with good symmetry and away from the wake and shorter D allows the 
measurement of DC/LF electric field

Good LF gain requires that we 

maximize the base resistance RB or 

minimize or control Rs 

LF/DC electric field measurements



Electric field measurements in the solar wind

The magnetic field is measured by the fluxgate magne-
tometer instrument [12]; three-component magnetic field
vectors are sampled at 22 samples= sec . In our analysis,
we use the GSE Z component of the magnetic field Bz for
reasons that are explained below. Moments of the solar
wind ion distribution (velocity, density, and temperature)
are computed from the ion spectrum measured by the
Cluster ion spectroscopy experiment [13].

Figure 1 shows an overview of the data used in the
following analysis; panels (a) and (b) are wavelet spectro-
grams and will be discussed below. Panel (c) shows the two
components of measured electric field Ex and Ey in GSE
coordinates. Panel (d) show the magnetic field data. Panels
(e), (f), and (g) show the plasma density, plasma ion !i
(ratio of plasma to magnetic pressure), and Alfvén Mach
number. The average ion beta is !!i ! 5, average Alfvén
speed !vA ! 40 km=s, and the average solar wind velocity
is !vsw ! "#347; 4:9;#32:6$ km=s (in GSE coordinates),
over the entire interval. During the interval between 00:30
and 00:50, the magnetic field is nearly tangent to the
Earth’s bow shock (as per a calculation assuming straight

field lines [14]); however, Cluster summary plots of elec-
tron and plasma wave data show no evidence of connection
to the shock. All of our data are ambient solar wind.

To compute power spectra, the electric field data Ey

(25 samples= sec ) were subsampled onto the time tags of
the magnetic field data Bz (22 samples= sec ) by linear
interpolation; a total of exactly 218 points are used. The
power spectral density (PSD) was computed using both
fast Fourier transform (FFT) and Morlet wavelet [15]
schemes. The FFT was computed as follows: the data
interval was divided into 64 contiguous ensembles of
length 4096 (186 sec); this gives an inherent bandwidth
of "f ! 1=186 Hz. To minimize spectral leakage, each
ensemble was ‘‘whitened’’ by applying a first-order differ-
ence algorithm; the PSD was computed by FFT, then the
spectrum was postdarkened [1] and divided by the band-
width of the FFT. Since the data are prewhitened, no
window function was applied before the FFT. The electric
field spectra were then ‘‘cleaned’’ by interpolating over the
narrow band spikes resulting from the spin-associated
signals described above. A final spectrum was computed
as the average of the 64 ensembles. Figure 2 shows the FFT
power spectra of Ey and Bz (in black). Wavelet spectra
were computed by first producing the (complex) FFT of Ey

and applying the spectral cleaning (interpolation) to the
real and imaginary parts, at positive and negative frequen-

BP1

BP1

BP2

electric

magnetic

(a)

(b)

(c)

(d)
(e)

(f)

(g)

FIG. 1 (color). Wavelet and time series data of solar wind
turbulence. From the top down, the five panels show (a) the
wavelet spectrogram of Ey, as a function of k"i, (b) a similar
wavelet spectrogram of Bz, (c) the X and Y components of the
measured electric field, (d) the vector magnetic field, (e) plasma
ion density, (f) plasma ion !, and (g) the Alfvén Mach number.
This entire interval was used for the spectral analysis of Ey and
Bz. The spectral breakpoints are called out.

FIG. 2 (color). Power spectral density of electric #Ey and
magnetic fluctuations #Bz as a function of frequency, computed
from FFT (black) and Morlet wavelet (red) algorithms. The FFT
spectrum of the electric field (upper panel) shows the effect of
notch filters and residual spin-tone data.

PRL 94, 215002 (2005) P H Y S I C A L R E V I E W L E T T E R S week ending
3 JUNE 2005

215002-2

- Longer booms are better (for SNR), however spin-tones occur in the 
most interesting frequency range!
- Minimize variations in solar illumination

raw voltage data with 
spin tone



Electric field measurements in the solar wind

The magnetic field is measured by the fluxgate magne-
tometer instrument [12]; three-component magnetic field
vectors are sampled at 22 samples= sec . In our analysis,
we use the GSE Z component of the magnetic field Bz for
reasons that are explained below. Moments of the solar
wind ion distribution (velocity, density, and temperature)
are computed from the ion spectrum measured by the
Cluster ion spectroscopy experiment [13].

Figure 1 shows an overview of the data used in the
following analysis; panels (a) and (b) are wavelet spectro-
grams and will be discussed below. Panel (c) shows the two
components of measured electric field Ex and Ey in GSE
coordinates. Panel (d) show the magnetic field data. Panels
(e), (f), and (g) show the plasma density, plasma ion !i
(ratio of plasma to magnetic pressure), and Alfvén Mach
number. The average ion beta is !!i ! 5, average Alfvén
speed !vA ! 40 km=s, and the average solar wind velocity
is !vsw ! "#347; 4:9;#32:6$ km=s (in GSE coordinates),
over the entire interval. During the interval between 00:30
and 00:50, the magnetic field is nearly tangent to the
Earth’s bow shock (as per a calculation assuming straight

field lines [14]); however, Cluster summary plots of elec-
tron and plasma wave data show no evidence of connection
to the shock. All of our data are ambient solar wind.

To compute power spectra, the electric field data Ey

(25 samples= sec ) were subsampled onto the time tags of
the magnetic field data Bz (22 samples= sec ) by linear
interpolation; a total of exactly 218 points are used. The
power spectral density (PSD) was computed using both
fast Fourier transform (FFT) and Morlet wavelet [15]
schemes. The FFT was computed as follows: the data
interval was divided into 64 contiguous ensembles of
length 4096 (186 sec); this gives an inherent bandwidth
of "f ! 1=186 Hz. To minimize spectral leakage, each
ensemble was ‘‘whitened’’ by applying a first-order differ-
ence algorithm; the PSD was computed by FFT, then the
spectrum was postdarkened [1] and divided by the band-
width of the FFT. Since the data are prewhitened, no
window function was applied before the FFT. The electric
field spectra were then ‘‘cleaned’’ by interpolating over the
narrow band spikes resulting from the spin-associated
signals described above. A final spectrum was computed
as the average of the 64 ensembles. Figure 2 shows the FFT
power spectra of Ey and Bz (in black). Wavelet spectra
were computed by first producing the (complex) FFT of Ey

and applying the spectral cleaning (interpolation) to the
real and imaginary parts, at positive and negative frequen-
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FIG. 1 (color). Wavelet and time series data of solar wind
turbulence. From the top down, the five panels show (a) the
wavelet spectrogram of Ey, as a function of k"i, (b) a similar
wavelet spectrogram of Bz, (c) the X and Y components of the
measured electric field, (d) the vector magnetic field, (e) plasma
ion density, (f) plasma ion !, and (g) the Alfvén Mach number.
This entire interval was used for the spectral analysis of Ey and
Bz. The spectral breakpoints are called out.

FIG. 2 (color). Power spectral density of electric #Ey and
magnetic fluctuations #Bz as a function of frequency, computed
from FFT (black) and Morlet wavelet (red) algorithms. The FFT
spectrum of the electric field (upper panel) shows the effect of
notch filters and residual spin-tone data.
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- Longer booms are better (for SNR), 
however spin-tones occur in the most 
interesting frequency range!
- Minimize variations in solar illumination

- Short axial booms can 
do pretty well, 
especially when D is 
small



Magnetic field measurements
described in Section D.2.1.  

Figure D.2-6.  Sensitivity of magnetic !eld and waves measurements.  "e SCM and MAG together cover 
the full range of required measurements.  SCM becomes more sensitive than MAG at ~10 Hz.  "e HF 
SCM measures z-mode, very intense radio bursts, and very fast solitary waves.



B2 vs solar wind speed

high speed wind has larger magnetic fluctuation levels B - this is well known

- is there something special about the source?



B2 vs collisional age

on the other hand, ‘age’ =  R/vsw is a measure of the number of Coulomb 
collisions since leaving the Sun.  So maybe it’s not the source (alone) but 
rather the local evolution

More ‘active’ 
plasma is more 
collisionless



Local instabilities inject power directly at small scales

• Ion pressure anisotropy instabilities

• Mirror and/or AIC for T/T > 1

• Firehose for T/T < 1

• Electron pressure anisotropy instabilities

• Streaming instabilities

• proton-proton

• proton-alpha

• Heat flux instabilities

• Electron beam instabilities

• Langmuir/beam mode generation at near fpe

These instabilities will generate power at ki ~1 or shorter



Proton pressure anisotropy

compare them with the predictions of the linear theory. In
section 4 we discuss the results.

2. Linear Theory

[7] In this section, we investigate the proton cyclotron,
mirror, and parallel and oblique fire hose instabilities in a
plasma consisting of protons and electrons. The plasma is
assumed weakly magnetized wpe/wce = 100, consisting of
Maxwellian electrons with be = 1 and bi-Maxwellian pro-
tons. We calculated the maximum growth rate of the four
instabilities in the region 0.01 < bkp < 30 and 0.1 <

T?p/Tkp < 10. The relation g = 10!3wcp was than fitted
for the four instabilities in the following, generalized form
of equation (1):

T?p

Tkp
¼ 1þ a

bkp ! b0
! "b

ð3Þ

where a, b, and b0 are the fitted parameters. The results of
the fitting are summarized in Table 1. Table 1 gives the
triads a, b, b0 for the four instabilities. It shows that in the
case of the proton cyclotron and mirror instabilities
the approximation of equation (1) is reasonable: b0 & 0
and the fitted parameters a and b are similar to those of
Samsonov et al. [2001]. However, in the case of the fire
hose instabilities the inclusion of b0 term is important.

3. Observations

[8] Following Kasper et al. [2002], we use fitted data
from the two Faraday Cup instruments in the Solar Wind
Experiment (SWE) on the Wind spacecraft. WIND is a
rotating spacecraft with a spin-axis perpendicular to the
ecliptic plane and a period of three seconds. A Faraday Cup
is an energy/charge instrument with a large, conical field of
view which measures the current produced by particles
within a given energy window. The proton density and
the parallel and perpendicular proton temperatures are
obtained using a non-linear least-squares fitting of data to
a theoretical model assuming a bi-Maxwellian proton dis-
tribution function and the magnetic field direction obtained
from three-second measurements provided by the Magnetic
Field Investigation (MFI) on the Wind spacecraft. The
fitting procedure separates contributions of core protons
from alpha particles (and/or a proton beam) and gives a
good estimate of core proton parallel and perpendicular
temperatures accurate to approximately 8% [Kasper et al.,
2006].

3.1. Slow Solar Wind

[9] We start with the WIND/SWE data in the case of the
slow solar wind. The results of the period 1995–2001 are

given in Figure 1. Figure 1 shows a color scale plot of the
relative observation frequency of (bkp, T?p/Tkp) in the fitted
SWE data for the solar wind with vsw ' 600 km/s [cf.
Kasper et al., 2002, Figure 2]. Note that we assume that
there are no proton beam populations, setting bkc = bkp,
T?c = T?p and Tkc = Tkp. The (logarithmic) color scale is
given on the right. The overplotted curves show the con-
tours of the maximum growth rate gmax in the
corresponding plasma with Maxwellian electrons and bi-
Maxwellian protons with bkp and T?p/Tkp; other plasma
parameters are given in Table 1. Figure 1 (left) displays the
contours of gmax for the proton cyclotron instability (solid
curves) and the parallel fire hose (dashed curves) whereas
Figure 1 (right) displays the contours of gmax for the mirror
instability (dotted curves) and the oblique fire hose (dash-
dotted curves). The maximum growth rate is given in units
of wcp. Note that the two contours 10!3 and 10!2 of the
maximum growth rate for the oblique fire hose are indis-
tinguishable on this scale.
[10] Figure 1 shows that a majority of observations lies

outside the regions unstable with respect to the four insta-
bilities (for the used plasma parameters). It also indicate two
possible constraints for the higher bkp: one for T?p/Tkp > 1
and another for T?p/Tkp < 1 [cf. Kasper et al., 2006]. For
T?p > Tkp the apparent constraint is compatible with the
threshold condition for the mirror instability. The linear
predictions for parallel proton cyclotron instability does not
seem to constrain the observations. For T?p < Tkp the
constraint seems to be more compatible with the oblique
fire hose than with the parallel one, at least for bkp ^ 2.

3.2. Fast Solar Wind

[11] Now we continue with the WIND/SWE data in the
case of the fast solar wind. The results of the period 1995–
2001 are given in Figure 2 which has the same format as
Figure 1. Figure 2 shows a color scale plot of the relative

Table 1. Fitted Parameters for Equation (3) for the Approximate
Threshold Condition gmax = 10!3a

Instability a b b0
Proton cyclotron instability 0.43 0.42 !0.0004
Mirror instability 0.77 0.76 !0.016
Parallel fire hose !0.47 0.53 0.59
Oblique fire hose !1.4 1.0 !0.11

a0.01 ' bkp ' 30, 0.1 ' T?p/Tkp ' 10; be = 1, wpe/wce = 100.

Figure 1. A color scale plot of the relative frequency of
(bkp, T?p/Tkp) in the WIND/SWE data (1995–2001) for the
solar wind with vsw ' 600 km/s [cf. Kasper et al., 2002,
Figure 2]. The (logarithmic) color scale is show on the right.
The over plotted curves show the contours of the maximum
growth rate (in units of wcp) in the corresponding bi-
Maxwellian plasma (left) for the proton cyclotron instability
(solid curves) and the parallel fire hose (dashed curves) and
(right) for the mirror instability (dotted curves) and the
oblique fire hose (dash-dotted curves).
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anisotropy constraints in the solar wind, submitted to
Journal of Geophysical Research, 2007).

2. Data Analysis

[3] We report an analysis of the data from the space
missions Helios (1 and 2) and Ulysses. Helios explored in
the ecliptic plane the region from 0.3 to 1 AU, while
Ulysses having an orbit external to the Earth and perpen-
dicular to the ecliptic plane, explores the region from 1.3 to
5 AU. The use of combined data these missions then allows
us to make a global study of the solar wind properties over
an important distance range and enable the possibility of the
analysis of radial evolution profiles [e.g., Maksimovic et al.,
2005]. The Helios data are analyzed following Marsch et al.
[1982] and no assumptions about the shape of the particle
distribution are made. For the Ulysses data we used the
analysis algorithm of Neugebauer et al. [2001]. This pro-
cedure for the extraction of ion velocity distributions
measured by the SWOOPS instrument has been used before

for statistical studies of the wave-particle interaction signa-
tures in Ulysses observations [Gary et al., 2002]; however
the Ulysses data shown here, belonging to the north solar
pole transit near the year 2001, have been analyzed for the
first time with this procedure.
[4] Other works have pointed out the role of the proton

core temperature anisotropy [Marsch et al., 2004, 2006]; in
our analysis we take into account the global proton distri-
bution as all the velocities can contribute to the wave-
particle interaction, and so we prefer to use here the total
proton temperatures.

2.1. Fast Wind Data

[5] For the fast wind analysis (v > 600 km/s) we used the
following data sets: a selection of the fast wind intervals
measured during the first 30 days of year 1975 when Helios
1 was between 0.8 and 1 AU; the days 105–109 of year
1976 when Helios 2 was at 0.3 AU and measured a
continuous flow of fast wind; the Ulysses north pole transit
from July to December 2001, concerning distances from 1.5
to 2.5 AU and corresponding to a heliolatitude excursion
from 40 to 80 degrees. We have selected data from these
three different distance ranges in order to emphasize the
temperature anisotropy evolution as a function of the
heliocentric distance.
[6] In Figure 1 we report the histograms of the observa-

tional counts of (bkp, T?p/Tkp) normalized to the maximum
of thedistribution.The threepanels refer to0.3AU(Figure1a),
0.9 AU (Figure 1b) and 1.5–2.5 AU (Figure 1c). In each
panel we report, following Hellinger et al. [2006], the
marginal stability conditions for the proton-cyclotron (solid)
and mirror (dotted) instabilities which can develop in the
case T?p > Tkp and for the parallel (dashed) and oblique
(dash-dotted) fire hose instabilities which can take place
when Tkp > T?p. The marginal stability conditions are
chosen as the gm = 10!3 Wcp level as computed in the
linear theory approximation, where gm is the maximum
instability growth rate for a given value of (bkp, T?p/Tkp),
and Wcp is the proton cyclotron frequency.
[7] The linear theory is here computed in the presence of

alpha particles, fixing their properties (see next paragraph).
This gives a more realistic description of the solar wind
plasma where the alpha particles are not negligible. How-
ever other parameters, such as the alpha or the proton to
alpha ratio temperature anisotropy, can change the instabil-
ity regions, as well as the electron properties [e.g., Dasso et
al., 2003]. Also the presence of an alpha/proton velocity
drift, which is a source of free energy for beam-type
instabilities, can play a role on the dynamic of the insta-
bilities driven by a proton temperature anisotropy [Hellinger
and Trávnı́ček, 2005, 2006]. Finally, from numerical simu-
lations, Araneda and Gomberoff [2004] have shown that the
presence of large amplitude waves can change the growth
rates obtained from linear theory. Our choice of parameters
is so not complete, but is an improvement of the usual
assumption of an electron-proton plasma.
[8] The plasma parameters of our calculation are: na/ne =

0.05, Tkp = Tka , T?a/Tka = T?p/Tkp; though the solar wind
parameters usually have minor ion temperatures larger than
the proton temperature, for alphas typically a factor of 4,
this does not produce important changes in the qualitative
picture shown in Figure 1. Electrons are taken to be

Figure 1. Fast wind data: Histograms refer to observations
at (a) 0.3, (b) 0.8–0.9, and (c) 1.5–2.5 AU. In each panel
we report the instability threshold conditions for the ion-
cyclotron (solid), the mirror (dotted), the parallel (dashed),
and the oblique (dash-dotted) fire hose instabilities. In
Figure 1a the dash-dot-dot-dotted straight line refers to the
CGL adiabatic prediction (1). In all panels the long dashed
line shows the best fit of the anticorrelation (2) (computed
for bkp < 0.7 data).
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Firehose limits 
(Kasper et al, 2002)

Mirror, AIC, and 
oblique firehose 
(Hellinger et al, 2006)

Fast wind evolution 
and constraints 
(Matteini et al, 2007)



WIND magnetic field data - bandwidth

(Leamon et al., 1998)

magnetic fluctuation data 
integrated over this band (3 
sec and faster)...

...corresponds to ki ~ 0.6
(in part, because Tp ~ v2sw)



Proton anisotropy instabilities

• Solar wind expansion and compression 
drive the proton distributions towards 
pressure-anisotropy instability thresholds

1. Alfven/Ion-cyclotron

2. Mirror mode

3. Oblique firehose instability

• Wind measurements show B 
fluctuations associated with instability 
thresholds, suggest mirror and oblique 
firehose (no E measurements!)

• These instabilities inject fluctuation power 
directly at k  ~ 1 (in contrast to the 
turbulent cascade)
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(Bale et al., 2009)



Proton anisotropy instabilities
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• black = isotropic, red = perp 
anisotropy, blue = parallel anisotropy

• white noise removed

• power at this intensity and bandwidth 
appears in the ‘dissipation’ (KAW) 
range

• any meaningful study of turbulent 
(wave-wave) dissipation must address 
the locally generated fluctuations



Proton anisotropy instabilities - v data

B

v



Proton anisotropy instabilities - new things

< δv · δb > (t = 3 sec, T = 15 sec)



Proton anisotropy instabilities - new things

(t = 3 sec, T = 15 sec)< (δv)2/(δb)2 >

‘hydrodynamic’?



Proton anisotropy instabilities - new things

(t = 3 sec, T = 15 sec)< (δv)2 + (δb)2 >



anisotropic viscous stress

• can be comparable to the Maxwell stress in astrophysical plasmas

• results in ion and electron heating

• constrained by µ invariance and instabilities
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electron anisotropies

• Wind/3DP electron distributions 
at same time intervals as before 
~ 1 million independent measurements

• corrected for spacecraft 
potential using SWE moments

• integrated into two populations:

• core:  0 - 80 eV

• halo:  80 - 1000 eV 
(anisotropy only)

• core is very isotropic - collisions

• halo is ordered by electron 

core

‘halo’



core anisotropy vs collisional age

• a ‘collisional age’ can be 
estimated from collision frequency 
and transit time (viz. Salem et al)

• core electrons appear to be well-
ordered by collisions (here, at 1 
AU)

• some anisotropy consistent with 
conservation of magnetic moment



Halo anisotropies are constrained by instabilities

• halo is constrained by a whistler 
instability for                 

• halo is constrained by the 
electron firehose instability for

0.1%

0.1%

1%

1%

10%

whistler
thresholds

electron firehose
thresholds

T⊥/T� > 1

T⊥/T� < 1

T⊥/T� < 1 + S/βα
e,||

count level S  S 
0.1% 0.275 0.577 -0.982 0.579

1% 0.147 0.647 -0.682 0.485

10% - - -0.429 0.744

whistler e- firehose



Halo anisotropies are constrained by instabilities

• halo is constrained by a whistler 
instability for                 

• halo is constrained by the 
electron firehose instability for

T⊥/T� > 1

T⊥/T� < 1

Wind SCM data - ~20 Hz



Conclusions

• Solar wind requires heating, both at the source and extended

• Extended, distributed heating implies turbulent dissipation

• Resistively-coupled electric field measurements provide critical 
diagnostics

• Local instabilities generate power in precisely the same spectral 
range as turbulent dissipation occurs

• Excellent opportunities for these measurements on the next 
generation of solar wind missions.



Solar Orbiter RPW Instrument

Radio and Plasma Waves = RPW
(PI Maksimovic)

- Selected with 3 antenna booms
- 5m x 1.5 cm sensor on a 1m boom
- 3-axis stable spacecraft
- good and stable Sun symmetry

- ESA Cosmic Vision, M-class competitor
- Inner heliosphere - 0.28 AU perihelion
- Particles and fields measurements
- 2017 launch



Solar Probe Plus

- NASA LWS mission
- Inner heliosphere - 9.5 Rs perihelion
- Particles and fields measurements
- 2018 launch
- nasty plasma wake

tion e!ciency of ~80%.  Once the ion, thermal 
electron, photoelectron, and secondary electron 
densities are established, the spacecraft potential 
is derived from a Poisson solver over the entire 
grid, holding the spacecraft surfaces constant 
and the boundaries at zero. "e process (photo-

electron and secondary tracing, thermal electron 
density derivation, spacecraft potential calcula-
tion, followed by Poisson solver) is repeated until 
a self-consistent solution converges.  As expected, 
a plasma wake forms behind the SPP spacecraft 
and forms a potential well of up to -60 V (Vwake ~ kbTe ~ O(100 eV) at perihelion).  Figure D.2-
3 shows the potential distribution around the 
SPP spacecraft in the equatorial plane for peri-
helion conditions.  Figure D.2-3 also shows the 
DC voltage di#erent between antenna pairs as 
a function of distance along the spacecraft-Sun 
line (and for di#erent antenna orientations).  At 
larger distances (i.e. 0.25 AU), the wake is less ab-
errated and therefore closer to any aft-located sen-
sors.  Figure D.2-4 shows the spectrum of wake 
voltage perturbations due to upstream velocity 
perturbations (using the $uctuation spectrum 
of Figure D.2-1).  Wake noise will dominate the 
electric spectrum by several orders of magnitude, 
precisely in the frequency range of interest (i.e. 
turbulence, Alfven waves, shocks, etc.)  "e SPP/
FIELDS team therefore proposes to locate the 
electric antennas ahead of the SPP spacecraft in 
the undisturbed solar wind.  
  Another %nding of these simulations is that a 
thin (~10 cm) electrostatic barrier forms in front 
of the shield that reduces the photoelectron emis-
sion current and allows the spacecraft to charge 
negative at perihelion (see Guernsey and Fu, 
1970).  A negative $oating spacecraft potential 
will corrupt the measurements of electron density 
(by the electron instrument).  SPP/FIELDS will 
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Figure D.2-3.  "e top panel shows the simulated plas-
ma potential around the SPP spacecraft for 9.5 Rs condi-
tions.  "e plasma wake is aberrated due to spacecraft 
Keplerian velocity.  "e potential well can be -60 V deep 
or more (-V ~ O(kbTe)).  "e SPP spacecraft may $oat 
negative in some parameter regime.  "e bottom panel 
shows the DC measured electric %eld due to the wake 
potential for four di#erent antenna con%gurations and 
as a function of x, the distance along the spacecraft-Sun 
line.  "e large electric %elds behind SPP (x<0) will also 
vary rapidly and corrupt any waves measurements below 
~10 kHz (see Figure D.2-4). "e SPP/FIELDS team pro-
poses to locate the Electric Antennas ahead of the heat 
shield (in the green shaded region at right) in Antenna 
Con%guration 3.

Nominal 9.5 Rs 
turbulence levels

Wake-generated noise
at 9.5 Rs

Upstream spacecraft 
noise at 9.5 Rs 

Nominal 9.5 Rs 
shot noise

Figure D.2-4.  Electric %eld noise levels generated by the 
plasma wake.  Upstream (natural) variations of solar wind 
magnetic %eld, velocity, and density are ampli%ed by the 
plasma wake and produce noise on the electric antennas.


