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Many generic features of magnetic reconnection are not generic to the literature on reconnection.
This anomaly arises from the focus of reconnection studies on magnetic fields that depend on
only two spatial coordinates. When a magnetic field depends on all three spatial coordinates,
reconnection is enhanced by a mechanism that cannot occur when the field depends on only two—
the exponentially increasing separation of neighboring magnetic lines with the distance ` along a
line. The dependence of the theory on the number of coordinates is explained in a model that
could address many unanswered questions in three-dimensional reconnection. The computational
difficulty of studying reconnection in three spatial dimensions increases as e5σ, where σ is the number
of exponentiations in the field line separation. This appears to limit direct simulations to σmax ≈ 10,
which is consistent with a σ ≈ 8 required to understand fast reconnection in fusion plasmas but
much smaller than σ ≈ 20 required to understand reconnection in the solar corona.

I. INTRODUCTION

A. Ubiquity of magnetic reconnection

An evolving magnetic field that is embedded in a
highly conducting plasma generically undergoes fast
magnetic reconnections [1, 2], which means with a
reconnection speed determined not by resistivity but
by the Alfvén velocity or the plasma viscosity.

Evolution generally causes neighboring magnetic
field lines to develop [2, 3] an exponentially increas-
ing spatial separation δ⊥ with distance ` along a line,
δ⊥(`) = δ0e

σ(`). Neighboring field lines are defined
in the limit as their ` = 0 separation δ0 goes to zero.

Even when the plasma resistivity vanishes, elec-
tron inertia causes a breaking of the magnetic field
lines on the c/ωpe spatial scale, which can scram-
ble the magnetic field lines over a distance scale
as large as the characteristic spatial scale a of the
drive for the evolution [2, 3]. This occurs when
(c/ωpe)e

σ(`) ≈ a.

In the solar corona, c/ωpe ∼ 10 cm and the radius
of the sun is about ten orders of magnitude greater,
R� ≈ 7×105 km, so an exponentiation σ ∼ 23 could
be responsible for the observed reconnection events.
An even larger σ may arise in astrophysical recon-
nection. A much smaller σ is required to explain
fast reconnections in fusion experiments. The mi-
nor radius of ITER is a = 2.0 m, and the standard
operating density is 1020electrons/m3, which makes
a/(c/ωpe) = e8.2.

B. Two-coordinate reconnection theory

Many generic features of magnetic reconnection
are not generic to the literature on magnetic recon-
nection. The reason is that much of the reconnection
literature considers magnetic fields that depend on
only two rather than three spatial coordinates [1]. In
two-coordinate systems, magnetic field lines can ex-
ponentially separate only in an exponentially small
fraction of space [2], while in three-coordinate sys-
tems exponential separation can occur throughout a
large volume.

Remarkably, Alfvénic reconnection can be ob-
tained in two-coordinate systems [1] though gen-
erally with an initial Harris-sheet profile [4]. In
(x, y, z) Cartesian coordinates, a Harris sheet has the
form By = Bh tanh(x/δh), where Bh and δh are con-
stants. A Harris sheet does not have a static equilib-
rium when distorted in the y direction [3] and con-
sequently does not represent naturally arising mag-
netic fields.

A reconnection trigger is difficult to obtain in two-
coordinate magnetic fields that evolve from a simple
initial state. In evolving magnetic fields that depend
on all three-coordinates, magnetic reconnection nat-
urally arises no matter how simple the initial state
of the magnetic field. The trigger time for recon-
nection is the exponential separation of neighboring
magnetic field lines σ reaching a sufficiently large
value.



C. Simple reconnection model

Features of reconnection that arise in magnetic
field structures that depend on all three spatial co-
ordinates can be studied in highly simplified models
since many features are generic. Explanations will
be given using what is called a reduced MHD model
[5, 6] in which the magnetic field has the form [7, 8]

~B = Bg(ẑ + ~∇⊥H × ẑ) (1)

in Cartesian coordinates, where Bg is a constant

guide field and ~∇⊥ = x̂∂/∂x+ ŷ∂/∂y.
Van Ballegooijen [7] used the magnetic field of

Equation (1) in a simple evolution model to study
whether current singularities would develop but did
not directly study magnetic reconnection.

In van Ballegooijen’s model, the system extends

from a wall at z = 0 to a wall at z = L with L|~∇⊥H|
remaining finite as L→∞. The z = 0 wall is a rigid
perfect conductor, but the z = L wall is a flowing

perfect conductor that has a velocity ~vw = ~∇⊥φw ×
ẑ. The guide field Bg is too strong to be compressed,
so the velocity of the plasma that lies in the region
0 < z < L can be assumed to have the velocity

~v = ~∇⊥φ× ẑ, (2)

where φ(x, y, z, L, t) = φw(x, y, t), the stream func-
tion in the flowing wall. Energy is put into the sys-
tem by the moving wall and must be removed by
dissipation, Appendix A.

In addition to BgH being the ẑ component of the
vector potential, H(x, y, z, t) is the Hamiltonian for
the magnetic field lines with t a parameter,

dx

dz
= −∂H

∂y
(3)

dy

dz
=

∂H

∂x
. (4)

Magnetic field line trajectories are given by a
Hamiltonian of the same type as H(x, y, z, t) in far
more general representations of the magnetic field
than that of Equation (1). The magnetic field in a
stellarator or tokamak can always be represented as
[9, 10]

2π ~B = ~∇ψt × ~∇θ + ~∇ϕ× ~∇ψp(ψt, θ, ϕ, t), (5)

where the poloidal flux ψp is the field line Hamilto-
nian: dθ/dϕ = ∂ψp/∂ψt and dψt/dϕ = −∂ψp/∂θ.
The toroidal magnetic flux is ψt, the poloidal angle
is θ, and the toroidal angle is ϕ.

The stream function φ(x, y, z, t) is the Hamilto-
nian that describes the motion of plasma points in
a constant-z plane,

dx

dt
= −∂φ

∂y
(6)

dy

dt
=

∂φ

∂x
. (7)

That is, z is a parameter in the Hamiltonian
φ(x, y, z, t) and not one of the canonical variables.

D. Reconnection is two versus three
coordinate systems

The fundamental difference in magnetic recon-
nection in two versus three coordinate systems is
contained in the Hamiltonian description of mag-
netic field line trajectories. At each point in time,
the Hamiltonian for magnetic field line trajectories,
Equations (3) and (4), is a one-degree-of-freedom
Hamiltonian, H(x, y), for two-coordinate systems
and a one-and-a-half-degree-of-freedom Hamilto-
nian, H(x, y, z), for three-coordinate systems. In
1986 the qualitative differences between the trajec-
tories given by these two types of Hamiltonians was
so exciting that Sir James Lighthill titled an arti-
cle [11] in the Proceedings of the Royal Society “The
Recently Recognized Failure of Predictability in New-
tonian Dynamics.”

When the magnetic field line Hamiltonian has the

form H(x, y) at a given point in time, ~B · ~∇H = 0, so
the lines must stay on constant-H surfaces. The im-
plication is that only an ≈ e−2σ fraction of the area
of the (x, y) plane is occupied by field lines that can
exponentiate apart by σ e-folds. The only places at
which magnetic field lines can exponentiate apart are
at saddle points, where the Hamiltonian has the Tay-
lor expansion H = Hsp+(∂2H/∂x∂y)sp(x−xsp)(y−
ysp) + · · ·. When a is the characteristic spatial scale
of the function H(x, y), only lines started within a
radius ae−σ of the point (xsp, ysp) can exponentiate
σ times before being too far from the saddle point
to be influenced by it. The fraction of the area in
the (x, y) plane in which σ exponentiations can take
place is therefore ≈ e−2σ.

When the magnetic field line Hamiltonian has the
form H(x, y, z) at a given point in time, the fraction
of the area in a constant-z plane occupied by lines
that exponentiate apart is generically of order unity.

The trajectory of a magnetic field line can be writ-
ten as ~x(xs, ys, `), where (xs, ys) is the starting point
of the trajectory. The distance along the line is `,
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which in the reduced MHD model is indistinguish-
able from z. That is,

~x(xs, ys, `) = ~x⊥(xs, ys, `) + `ẑ, where (8)

~x⊥(xs, ys, `) ≡ x(xs, ys, `)x̂+ y(xs, ys, `)ŷ; (9)

x(xs, ys, ` = 0) = xs and y(xs, ys, ` = 0) = ys. (10)

It is useful to use ` to indicate one is using (xs, ys, `)
as the spatial coordinates rather than the Cartesian
coordinates (x, y, z). In other words, ~x(xs, ys, `) de-
fines a coordinate system in which the magnetic field
lines are trivial.

The separation between neighboring trajectories
is

~δ⊥ ≡
∂~x⊥
∂xs

δxs +
∂~x⊥
∂ys

δys, so (11)

(
δx
δy

)
=

 ∂x
∂xs

∂x
∂ys

∂y
∂xs

∂y
∂ys

( δxs
δys

)
, (12)

where ~δ⊥ = δxx̂+ δy ŷ. The Jacobian matrix is

↔
J ≡

 ∂x
∂xs

∂x
∂ys

∂y
∂xs

∂y
∂ys

 , (13)

and the determinant of the Jacobian matrix is the
Jacobian J of the (xs, ys) coordinates. Since the
area element in the ẑ direction is d~a = ẑJ dxsdys,
magnetic flux conservation implies J = 1. The
mathematical implication of a unit Jacobian is that
the singular value decomposition of the Jacobian
matrix has the form

↔
J (xs, ys, `) = U

↔
·
(
eσ 0
0 e−σ

)
·
↔
V †, (14)

where U
↔

and
↔
V are orthogonal matrices, U

↔† ·U
↔

= 1
↔

.
Each of the two-by-two orthogonal matrices gives
a rotation through an angle α as is clear from the
general form that goes to the unit matrix at α = 0,

U
↔

=

(
cosα sinα
− sinα cosα

)
. (15)

There is a direction in which the magnetic field lines
approach each other exponentially, but when inte-
grating lines, numerical errors will quickly cause the
the exponential separation to overwhelm the expo-
nential convergence.

Equation (14) demonstrates that neighboring
magnetic field lines have a separation that depends
exponentially on σ(xs, ys, `). Neighboring magnetic

fields lines characteristically exponentiate apart with
the distance ` along a line unless there is a constraint
that prevents the exponentiation, as when the mag-
netic field depends on only two spatial coordinates.

E. Drive and plasma equations

The drive for reconnection in the simple model of

Section I C is the flow ~vw = ~∇φw × ẑ in the wall,
which is often assumed to be very slow

Meff ≡
vwL

VAa
<< 1, (16)

where a is the characteristic spatial scale for varia-
tions in φw. The energy input and dissipation are
discussed in Appendix A.

Three plasma properties are of importance. The
first plasma property is the smallness of the Debye
length, which implies the current density is diver-
gence free [10]. That and the expression for the

electromagnetic or Lorentz force ~f = ~j × ~B implies

~B · ~∇
j||

B
= ~B · ~∇×

~f

B2
. (17)

Using Equation (1) for ~B, this is equivalent to

~B · ~∇K =
1

V 2
A

~B · ~∇×
~f

ρ0
; (18)

K ≡
µ0j||

B
; (19)

V 2
A ≡

B2
g

µ0ρ0
, (20)

where ρ0 is the plasma density, which is assumed to
be a constant, and VA is the Alfvén velocity.

Ampere’s law, ~∇× ~B = µ0
~j, implies

∇2
⊥H = −K. (21)

The second plasma property is the force exerted
by the plasma, which is taken to have the form

~f

ρ0
=
∂~v

∂t
+ ~v · ~∇~v −

~∇p
ρ0
− νv∇2

⊥~v. (22)

The term ~v · ~∇~v = ~∇(v2/2)−~v× ~∇×~v. The vorticity,
~Ω ≡ ~∇× ~v has only a ẑ component with

∇2
⊥φ = −Ω, so (23)

~B

Bg
· ~∇×

~f

ρ0
=

∂Ω

∂t
+ ~v · ~∇Ω− νv∇2

⊥Ω. (24)
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The third plasma property involves the electric
field,

~E + ~v × ~B = ẑ

(
c

ωpe

)2(
∂

∂t
+ νc

)
µ0j||. (25)

The resistivity η is related to the electron collision
frequency νc by η/µ0 = (c/ωpe)

2νc. The term in-
volving the time derivative of the parallel current
density is due to the electron inertia and is always
present since the electron is the lightest charged par-
ticle.

By definition, an ideal magnetic evolution can
move the magnetic field lines but cannot break them.
The condition that must be satisfied for an ideal
magnetic evolution is derived in Appendix B. Two
terms in the expression for the electric field break
the ideal evolution of the magnetic field. The di-
mensionless coefficients that give the strength of this
breaking are the magnetic Reynolds number,

Rm ≡
avw
η/µ0

, and (26)

a

c/ωpe
(27)

Both dimensionless coefficients must be very large
compared to unity to have a non-trivial reconnection
problem.

The viscosity νv breaks the ideal equation for the
plasma flow and has the Reynolds number as its di-
mensionless coefficient,

Re ≡
avw
νv

. (28)

A non-trivial problem in magnetic reconnection ex-
ists for any value of Re. The strength of the viscosity
is sometimes given by the magnetic Prandtl number
Pm ≡ µ0νv/η, which can be very large compared
to unity in plasmas. A more important parameter
in measuring the relative importance of viscous to
resistive dissipation will be found to be the Alfvén-
weighted Prandtl number,

PA ≡ M2
effPm

=

(
vwL

aVA

)2
µ0νv
η

. (29)

F. Unanswered questions

Many features of the evolving magnetic fields are
not known when the plasma dissipation is small.
Many questions on driven reconnection that remain

unanswered could be answered in the simple recon-
nection model associated with Equations (1) and (2).

Unfortunately, when the dependence of the mag-
netic field on all three spatial coordinates is retained,
the difficulty of computations increases exponen-
tially. A simple estimate, Sec. III, is as e5σ, which
appears to place an upper limit on what is compu-
tationally achievable, σmax ≈ 10.

The limit σmax ≈ 10 is consistent with the σ ≈ 8
required to understand fast reconnections in ITER
but far below σ ≈ 20, which is important for re-
connection in the solar corona. Nevertheless, the
simplicity of these evolution equations may permit
approximations that allow studies of reconnection at
larger values of σ. More complete models are pre-
sumably even more challenging for numerical simu-
lations.

The evolution equations associated with Equa-
tions (1) and (2) were derived in 1985 by van
Ballegooijen [7] and have been studied by a number
of authors, notably [8] and [12]. The study [12] by
Yi-Min Huang et al is closely related to the model
discussed here but was limited to exponentiations
σ <∼ 6. Daughten et al [13] have done extensive
kinetic calculations of magnetic reconnection in a
more complete magnetic field model retaining all
three spatial coordinates. Nevertheless, a Harris
sheet was used as an initial condition, and the
number of exponentiations was σ <∼ 8.

(1) How does the reconnection depend on the three
dimensionless parameters Rm, PA, and Meff?

Reconnection is trivial unless the magnetic
Reynolds number Rm is very large compared to
unity, but the complexity of the behavior as Rm →
∞ is poorly understood. Unless the plasma has sig-
nificant dissipation, the energy released by the re-
connection will drive strong Alfvén waves. These
waves propagate along the magnetic field lines and
develop an extremely complicated spatial depen-
dence and enhanced dissipation from exponentially
increasing separation of the lines [3, 14].

Significant dissipation with a very large mag-
netic Reynolds number requires the Alfvén-weighted
Prantl number PA be large. The dependence of re-
connection phenomena on PA is not understood. Al-
though the Alfvénic Mach number Meff is generally
assumed to be small compared to unity, the actual
plasma flow can become large due to the large spatial
excursions made by magnetic field lines. Indeed, the
plasma may become unstable [12] and make a tran-
sition to a different state on an Alfvénic time scale.

Because of the computational limit on the
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number of exponentiations σ that can be resolved,
it is particularly important that the maximum
naturally occurring number of exponentiations
σmax be understood.

(2) How does the reconnection depend on the
complexity of the drive φw(x, y, t)?

An important but poorly understood question is
when the drive φw continues for a long time does the
reconnection settle into a quasi-steady-state or is it
episodic. A finite time, the trigger time, is clearly
required to obtain the first reconnection event when
the initial condition is H = 0. The dependence of
the trigger time on either the dimensionless parame-
ters or the complexity of φw is essentially unknown.

Is the reconnection behavior qualitatively similar
for all functions φw(x, y, t) that have a similar char-
acteristic spatial scale? When φw(x, y, t) depends on
time, neighboring points in the flowing wall gener-
ically separate exponentially in time; when φw has
no time dependence neighboring wall points do not
exponentiate apart. Does this produce a qualitative
difference in the reconnection?

When the dominant spatial scale a of φw is
small compared to the size b of the reconnecting
region, which may be a periodicity length 2πb, the
reconnection has a relatively slow diffusive nature,
but this is not well understood.

(3) How quickly do plasma elements that originally
lay along one field line spread across the reconnect-
ing volume?

The rapid spreading of impurities across a
tokamak plasma during a disruption is poorly
understood but may be a byproduct of the fast
magnetic reconnection that is associated with the
current spike [15].

(4) Under what conditions does c/ωpe dominate
the resistivity η for causing magnetic field line
breaking?

The large magnetic field line excursions that
occur when σ is large can give large flow velocities
and make the time derivative term involving c/ωpe
far more important than it appears to be.

(5) When φw has a form that gives episodic rather
than quasi-steady-state reconnection, how quickly is
equilibrium, ∂K/∂` = 0, reestablished?

This question is of particular interest in tokamak

disruptions because it presumably determines the
length of the current spike [15].

(6) How is the plasma heating spread over the
plasma?

When the magnetic Reynolds number Rm is very
large, reconnection can occur with little dissipation
of energy; most of the energy goes first into Alfvén
waves. The rapidity with which the Alfvén waves are
damped is a complicated issue [3, 14] but defines the
spatial region over which the plasma heating occurs.

II. MODEL EQUATIONS

A. Relation between ∂K/∂` and dΩ/dt

K ≡ µ0j||/B0 is constant along magnetic field
lines in a static reduced-MHD equilibrium. The vari-
ation in K along the magnetic field, ∂K/∂`, Eq.

(C3), is related to the vorticity Ω = ẑ · ~∇ × ~v.
The relation between ∂K/∂` and Ω is given by the
divergence-free constraint on the current, Eq. (18),
the parallel component of the curl of the force, Eq.
(24), and the definition of total time derivative, Eq.
(C1):

∂K

∂`
=

1

V 2
A

(
dΩ

dt
− νv∇2

⊥Ω

)
. (30)

When the Alfvén speed goes to infinity, ∂K/∂`→
0. Writing the magnetic field line trajectories
as ~x(xs, ys, `), the equation ∂K/∂` = 0 implies
K(~x(xs, ys, `)) = K(xs, ys).

B. Relation between ∂φ/∂` and ∂H/∂t

The evolution of the magnetic field line Hamilto-
nian, ∂H/∂t, and the variation in the stream func-
tion along the magnetic field lines, ∂φ/∂`, are re-
lated by the electric field, Equation (25). Equa-

tions (1) for ~B and (2) for ~v imply ~v × ~B/Bg =

−~∇⊥φ+{ẑ · (~∇⊥H× ~∇⊥φ)}ẑ. Faraday’s law can be

written as ~E = −Bg(∂H/∂t)ẑ− ~∇Φ. Two equations
are obtained φ = −Φ/Bg and

∂φ

∂`
=

∂H

∂t
+NB , where (31)

NB ≡
(

c

ωpe

)2(
∂

∂t
+ νc

)
K (32)
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breaks the ideal evolution of the magnetic field,
which means the maintenance of unbroken magnetic
field lines, Appendix B.

C. Combined equations

1. Relation between ∂Ω/∂` and dK/dt

The commutator for ∂/∂` and ∇2
⊥, Eq. (C4),

implies

∇2
⊥
∂φ

∂`
=

∂

∂`
∇2
⊥φ+ ẑ · (~∇⊥K × ~∇⊥φ); (33)

∂φ/∂` = ∂H/∂t+NB and ∇2
⊥H = −K imply

∇2
⊥
∂φ

∂`
= −∂K

∂t
+∇2

⊥NB . (34)

Therefore the current K and the vorticity Ω =
−∇2

⊥φ are related by

dK

dt
=
∂Ω

∂`
+∇2

⊥NB . (35)

2. Expression for d
dt
∂K
∂`

Using the commutator relation between ∂/∂` and
d/dt, Eq. (C8), one finds that

d

dt

∂K

∂`
=

∂

∂`

dK

dt
− ẑ · (~∇⊥K × ~∇⊥NB). (36)

3. Alfvén wave equation

Equations (30), (35), and (36) give an Alfvénic
wave equation,

∂2Ω

∂`2
=

1

V 2
A

d2Ω

dt2
+NA (37)

NA ≡ −
νv
V 2
A

d

dt
∇2
⊥ Ω

−∂∇
2
⊥NB
∂`

+ ẑ · (~∇⊥K × ~∇⊥NB). (38)

The two dissipative terms, one proportional to νv
and the other proportional to η/µ0, have a ratio of
the Alfvén-weighted Prandtl number PA, Eq. (29),
which follows from H ∼ a2/L and Ω ∼ vw/a. The
term d2Ω/dt2 has a relative size compared to the
viscosity term of the Reynold number Re.

The term ∂2Ω/∂`2 in (xs, ys, `) coordinates is
more complicated in Cartesian coordinates, Equa-
tion (C12).

III. SOLUTIONS

A. Difficulty of obtaining solutions

The evolution of the simple model for a driven
magnetic field can be obtained by integration until
the number of exponentiations σ in the separation
between neighboring magnetic field lines becomes
large. Unfortunately, the difficulty of following the
evolution increases as e5σ, so a hard cutoff exists in
the maximum value of σ that can be resolved. A
petascale computer can perform 1015 operations a
second or ≈ 1026 per day. When σ = 10, the num-
ber of operations is increased by approximately 1022

times over the case when σ <∼ 1, so σ ≈ 10 appears to
be an upper limit on what can be computed. Increas-
ing the computer power by a thousand increases the
maximum computable σ from σ ≈ 10 to σ ≈ 11.4.
Reaching values of σ ≈ 8 for studying magnetic re-
connection in fusion devices is credible, but σ ≈ 20,
which is required to understand reconnection in the
corona, appears impossible. Simulations using mod-
est values of σ must be sufficiently well understood
to devise extrapolations or reliable approximations.

Once σ becomes large, distances in the (x, y)
plane of order ae−σ must be resolved as must dis-
tances of order Le−σ in the z direction. The speed
with which the magnetic field lines move is of order
vwe

σ, so the time required for a field line to move
over a spatial scale ae−σ is (a/vw)e−2σ. Assuming
the computational difficulty scales as the number of
spatial grid cells times the number of time steps, the
difficulty scales as e5σ.

B. Solution when viscosity is dominant

When the viscosity dominates the damping of the
vorticity, Equation (37) can be written as

d2Ω

dt2
− V 2

A

∂2Ω

∂`2
= −dD

dt
; (39)

D = −νv∇2
⊥Ω. (40)

When the dissipative function D is negligible, the
general solution to Equation (39) is

Ω = Ωd(xs, ys, t+`/VA)+Ωu(xs, ys, t−`/VA), (41)

where Ωu(xs, ys, t−`/VA) is an upward-going Alfvén
wave propagating along a field line defined by its
` = 0 starting point (xs, ys) and Ωd is a downward-
going Alfvén wave. Note d/dt means moving with
the plasma velocity. As shown in Appendix B, in
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the ideal case this means moving with the magnetic
field lines.

The two functions Ωu and Ωd can be found us-
ing the boundary conditions, Ω = 0 at ` = 0 and
Ω = ΩL at ` = L. Letting ~x⊥(xs, ys, `, t) be the tra-
jectories of the magnetic field lines with ` = 0 start-
ing points (xs, ys), the vorticity at ΩL(xs, ys, t) =
Ωw
(
~x⊥(xs, ys, L, t), t

)
, where the vorticity in the

wall Ωw(x, y, t) is known in Cartesian coordinates,
Ωw = −∇2

⊥φw.
When the evolution of Ω is slow compared to the

Alfvén transit time L/VA, the dissipationless solu-
tion is Ω = (Ω′d − Ω′u)`/VA, where the prime means
a differentiation in t ± `/VA argument. The two
boundary conditions are then Ωd + Ωu = 0 and
(Ω′d − Ω′u)L/VA = Ωw.

A solution to Equation (39) with dissipation can
be found by treating the dissipation dD/dt as an in-
homogeneous term. The solution is then Ω = Ωh +
ΩD, where Ωh = Ωd(xs, ys, t+ `/VA) + Ωu(xs, ys, t−
`/VA) and ΩD is a particular solution to Equation
(39). Suppressing the (xs, ys) arguments to sim-
plify the notation, the viscous dissipation function D
can be written using the step function σst(`), where
σst(` < 0) = 0 and σst(` > 0) = 1:

D(`, t) = D0(t)σst(`) +DL(t)σst(`− L)

+
∑
n

Dn(t) sin

(
nπ`

L

)
. (42)

The two boundary conditions, which determine the
functions Ωd(xs, ys, t + `/VA) and Ωu(xs, ys, t −
`/VA), are

Ωd(t) + Ωu(t)−
∫ t

0

D0(t)dt = 0 at ` = 0. (43)

Ωd

(
t+

L

VA

)
+ Ωu

(
t− L

VA

)
−
∫ t

0

DL(t)dt = ΩL

at ` = L. (44)

The particular solution ΩD is zero at ` = 0 and ` = L
and is given by

ΩD =
∑
n

Ωn(t) sin

(
nπ`

L

)
; (45)

d2Ωn
dt2

+ ω2
nΩn = −dDn

dt
; (46)

ωn ≡ n
πVA
L

. (47)

Since D(t) is zero for t ≤ 0, Equation (46) for
Ωn can be solved by introducing a constant γn and

letting

Ωn(t) = eγnt
∫

Ω̃ne
−iωtdω, so (48)∫ (

(γn − iω)2 + ω2
n

)
Ω̃ne

(γn−iω)tdω = −dDn
dt

. (49)

The function Dn(t) is zero for t ≤ 0, and can be
written as

D(t) =

∫
D̃ne(γn−iω)tdω, where (50)

D̃n =
1

2π

∫ ∞
−∞

e−γntD(t)eiωtdt, so (51)

Ω̃n = − γn − iω
(γn − iω)2 + ω2

n

D̃n. (52)

The constant γn must be chosen to avoid a singu-
larity in the solution at ω2 = ω2

n, which presumably
implies that γn should be a fraction of ωn.

The dissipative function D(xs, ys, `, t) can be ob-
tained using the unity of the Jacobian between (x, y)
and (xs, ys) coordinates

D(xs, ys, `, t) =

∫
D̃(~k⊥, z, t)e

i~k⊥·~x⊥(xs,ys,`,t)dkxdky

= νv

∫
~k⊥ · ~k⊥Ω̃(~k⊥, `, t)e

i~k⊥·~x⊥dkxdky (53)

Ω̃(~k⊥, `, t) =∫
Ω(xs, ys, `, t)e

−i~k⊥·~x⊥(xs,ys,`,t)dxsdys
(2π)2

, (54)

where ~k⊥ = kxx̂+ ky ŷ.
The remainder of the calculation is carried out

in Cartesian coordinates. The vorticity in Carte-
sian coordinates Ω(x, y, z, t) is determined using the
equality of z and `:

Ω(x, y, z, t) =

∫
Ω̃(~k⊥, z, t)e

i(kxx+kyy)dkxdky.(55)

The stream function φ(x, y, z, t) is obtained from
∇2
⊥φ = −Ω(x, y, z, t). A common assumption is that

the system is periodic in x and y; then φ(x, y, z, t)
can be particularly easily determined as a Fourier
series. As time advances the change in the Hamilto-
nian H(x, y, z, t) is given by ∂H/∂t = ∂φ/∂`−NB ,
which has the explicit form

∂H

∂t
=
∂φ

∂z
+

(
∂φ

∂x

∂H

∂y
− ∂φ

∂y

∂H

∂x

)
−NB . (56)

The non-ideal term depends on K through NB ,
which can be found from K = −∇2

⊥H.
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The Hamiltonian H(x, y, z, t) at each instant
of time gives the magnetic field line trajectories
~x(xs, ys, `, t), so a solution can be followed as the
system evolves from an initial state in which H = 0.
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Appendix A: Power flow and dissipation

1. Wall equations

When the upper wall is a thin shell, its current

density has the form ~jw = (~∇⊥g)δ(z − L). In prin-

ciple, ~jw =
(
~∇⊥g + ~∇⊥κw × ẑ

)
δ(z − L). The cur-

rent potential in the wall κw is given by ~∇×~jw, but
~∇× (~∇× ~B) = Bg ~∇K × ẑ. The current density in
the ẑ direction is assumed to vanish at the z = L
boundary so ~∇×~jw = 0 and κw = 0.

The divergence-free property of the current im-

plies ∂jz/∂z + ~∇⊥ · ~jw = 0. Integrating in the z
direction across the wall,

∇2
⊥g =

Bg
µ0
KL, (A1)

where jz = (Bg/µ0)KL is the current flowing from
the plasma into the wall at z = L.

The power required to drive the flow in the wall
is

P (d)
w = −

∫
w

~vw · ~fd3x

= −
∫
w

(~∇⊥φw × ẑ) · (~jw × ~B)d3x

= −Bg
∫

(~∇⊥φw · ~∇⊥g)daw

= Bg

∫
(φw∇2

⊥g)daw

=
B2
g

µ0

∫
(φwKL)daw, or (A2)

=
B2
g

µ0

∫
(ΩwHL)daw, (A3)

where HL is the field line Hamiltonian at ` = L.

When the upper wall has a finite resistivity, the

Ohm’s law in the wall is ~E+~vw× ~B = ηw(~∇⊥g)δ(z−
L). Crossing this expression with ẑ and averaging
over the wall of thickness ∆w,

ẑ × ~Ew +Bg~vw =
ηw
∆w

ẑ × ~∇⊥g. (A4)

The electric field has the form ~Ew = −∂ ~A/∂t− ~∇Φ.
Since the time derivative of the vector potential

is in the ẑ direction, ẑ × ~Ew = −ẑ × ~∇⊥Φ, so

(η/∆w)~∇⊥g = Bg ~∇⊥(φL − φw) with the boundary
condition that the tangential electric field is contin-
uous. This boundary condition is required because
otherwise the curl of the electric field and the time
derivative of the magnetic field would be infinite.
The stream function φ in the plasma equals −Φ/Bg
with φL the value of φ at z = L.

The divergence of the equation relating ~∇⊥g to
~∇⊥(φL − φw) implies

ΩL = Ωw −
ηw
µ0

KL

∆w
, (A5)

where the vorticity in the wall is Ωw = −∇2
⊥φw and

the vorticity in the plasma next to the wall is ΩL =
−∇2

⊥φL. When the resistivity of the wall is zero,
ΩL = Ωw but when the resistivity in wall is non-
zero there is a slippage between the plasma flow and
the wall flow.

The power required to drive the flow in the wall is

the sum of two parts, P
(d)
w = Pw + Pη, where Pw is

the power transmitted to the plasma and Pη is the
power dissipated in the wall:

Pw =
B2
g

µ0

∫
(φLKL)daw; (A6)

Pη =
B2
g

µ0

ηw
µ0∆w

∫
KLHLdaw

=
B2
g

µ0

ηw
µ0∆w

∫
~∇⊥HL · ~∇⊥HLdaw

=
ηw

µ0∆w

∫
B2
⊥
µ0

daw, (A7)

where ~B⊥ = Bg ~∇H× ẑ is the magnetic field tangen-
tial to the wall at z = L.

2. Energy and power

The energy density is w = B2/2µ0 + ρ0v
2/2, so

w =
B2
g

2µ0

(
1 + (~∇⊥H)2

)
+
ρ0
2

(~∇⊥φ)2 (A8)
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∫
wda =

∫ (
B2
g

2µ0
(1 +HK) +

ρ0
2
φΩ

)
da; (A9)

W ≡
∫
wdad` =

∫
wd3x (A10)

is the energy.
The energy consists of three terms,

W = Wvac +
B2
g

2µ0

∫
HKd3x+

ρ0
2

∫
φΩd3x,(A11)

where Wvac =
B2
g

2µ0

∫
d3x (A12)

is the vacuum energy, which is the energy in the
absence of plasma current or motion.

The power input per unit length along the field
line is

∂
∫
wda

∂t
=

∫ (
B2
g

µ0
K
∂H

∂t
+ ρ0φ

∂Ω

∂t

)
da; (A13)∫

K
∂H

∂t
da =

∂
∫
Kφda

∂`
−
∫
φ
∂K

∂`
da

−
(

c

ωpe

)2(
1

2

∂

∂t
+ νc

)∫
K2da; (A14)∫

φ
∂K

∂`
da =

1

V 2
A

∫
φ

(
dΩ

dt
− νv ~∇2

⊥Ω

)
da (A15)

The energy is W obeys

dW

dt
= Pw −NW (A16)

NW = ρ0νv

∫
Ω2d3x

+
B2
g

2µ0

(
c

ωpe

)2(
1

2

∂

∂t
+ νc

)∫
K2d3x (A17)

since
∫
φ~∇2
⊥Ωd3x =

∫
Ω2d3x. Pw is the power en-

tering through the wall, and NW is the power loss.
The term ∂K2/∂t in NW is technically not a loss
of energy; the energy goes into the kinetic energy of
the electrons.

The typical value for Ω/K is vwL/a, so the ratio of
the kinetic energy to the magnetic energy associated
with the plasma current is M2

eff . The ratio of the
viscous to the resistive dissipation of energy is the
Alfvén-weighted Prandtl number PA, Eq. (29).

Appendix B: Preservation of magnetic field lines

Magnetic field lines move but are unbroken when
a potential ΦE exists such the general form for the

electric field, ~E + ~v × ~B = ~E , is consistent with ~B ·
~E = − ~B · ~∇ΦE . This condition is always satisfied

in a spatially local region in which ~B 6= 0, but the
resulting potential ΦE may not satisfy the boundary
conditions. When ΦE does not satisfy the boundary
conditions, field lines must break.

The condition for the preservation of magnetic
field lines in the model field of Equation (1) can be
obtained using the freedom of canonical transforma-
tions of the magnetic field line Hamiltonian, which
in Cartesian coordinates is H(x, y, z, t).

Canonical coordinates (ξ, η, z) are defined by their
relation to Cartesian coordinates and have a velocity
through space of ~u:

~x(ξ, η, z, t) ≡ x(ξ, η, z, t)x̂+ y(ξ, η, z, t)ŷ + zẑ; (B1)

~u ≡ ∂~x(ξ, η, z, t)

∂t
. (B2)

Derivatives with respect to time will be denoted
as (∂f/∂t)c when holding the canonical coordinates
constant and as (∂f/∂t)~x when holding the Carte-
sian coordinates constant. The magnetic field line
Hamiltonian in general canonical coordinates will be
denoted by H(ξ, η, z, t).

The vector potential ~A for the model magnetic
field, Eq. (1), in an arbitrary gauge g and its time
derivative at a fixed point in Cartesian coordinates
are

~A

Bg
= ξ~∇η +H(ξ, η, z, t)ẑ + ~∇g; (B3)(

∂ ~A
∂t

)
~x

Bg
=

(
∂ξ

∂t

)
~x

~∇η −
(
∂η

∂t

)
~x

~∇ξ +

(
∂H
∂t

)
~x

ẑ

+~∇
((

∂g

∂t

)
~x

+ ξ

(
∂η

∂t

)
~x

)
; (B4)

Time derivatives holding the canonical coordi-
nates fixed are related to time derivatives hold-
ing the Cartesian coordinates fixed by (∂f/∂t)c =

(∂f/∂t)~x+~u·~∇f . Consequently, (∂ξ/∂t)~x = −~u·~∇ξ,
(∂η/∂t)~x = −~u · ~∇η, and (∂H/∂t)~x = (∂H/∂t)c−~u ·
~∇H. The expression for ~u× ~B = ~u× (~∇× ~A) is

~u×
~B

Bg
= (~u · ~∇η)~∇ξ− (~u · ~∇ξ)~∇η− (~u · ~∇H)ẑ (B5)

using ~u · ~∇ẑ = 0 since ẑ is a constant unit vector.
The electric field

~E = −

(
∂ ~A

∂t

)
~x

− ~∇Φ (B6)
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= −~u× ~B −Bg
(
∂H
∂t

)
c

ẑ − ~∇Φc (B7)

Φc ≡ Φ +

((
∂g

∂t

)
~x

+ ξ

(
∂η

∂t

)
~x

)
Bg. (B8)

When the electric field has the form ~E +~v× ~B =
−~∇Φv, the choice of canonical coordinates ~u = ~v

gives Bg(∂H/∂t)cẑ = ~∇(Φv−Φc), which has the so-
lution Φc = Φv and (∂H/∂t)c = 0. Since the Hamil-
tonian H does not change in canonical coordinates,
the magnetic field lines remain the same in canonical
coordinates. The magnetic field lines do move with
the velocity ~u = ~v through Cartesian coordinates,
which means the lines are attached perfectly to the
fluid and do not break.

A solution with (∂H/∂t)c = 0 does not exist when
~E + ~v × ~B = ~E unless one can represent ~B · ~E =

− ~B · ~∇ΦE . When such a potential ΦE does exist,

a new velocity can be defined, ~vn = ~v − ~B × (~E +
~∇ΦE), so that the electric field has the form ~E +

~vn × ~B = −~∇ΦE and the magnetic field lines are
unbroken moving with the velocity ~vn.

When the Cartesian coordinates are chosen as the
canonical coordinates ~u = 0. Assuming ~E = −~v× ~B,

one finds ~v × ~B = Bg(∂H/∂t)xẑ + ~∇Φc, which for

~v = ~∇φ× ẑ gives φ = −Φc and (∂H/∂t)x = ∂φ/∂`.

Appendix C: Derivatives

1. Definition of df
dt

and ∂f
∂`

The total derivative with respect to time df/dt
means moving with the plasma,

df

dt
≡
(
∂f

∂t

)
(x,y,z)

+ ~v · ~∇f

=
∂f

∂t
+ ẑ · (~∇⊥f × ~∇⊥φ). (C1)

The partial derivative with respect to distance
along the magnetic field lines ∂f/∂` is defined by

∂f

∂`
≡

~B

B0
· ~∇f (C2)

=
∂f

∂z
+ ẑ · (~∇⊥f × ~∇⊥H) (C3)

2. Commutator of ∇2
⊥ with df

dt
and ∂f

∂`

∇2
⊥
∂f

∂`
= ∇2

⊥

(
∂f

∂z
+ ẑ · (~∇⊥f × ~∇⊥H)

)
=

∂∇2
⊥f

∂z
+ ẑ · (~∇⊥∇2

⊥f × ~∇⊥H)

+ẑ · (~∇⊥f × ~∇∇2
⊥H)

=
∂

∂`
∇2
⊥f + ẑ · (~∇⊥K × ~∇⊥f). (C4)

∇2
⊥
df

dt
= ∇2

⊥

(
∂f

∂t
+ ẑ · (~∇⊥f × ~∇⊥φ)

)
=

∂∇2
⊥f

∂z
+ ẑ · (~∇⊥∇2

⊥f × ~∇⊥φ)

+ẑ · (~∇⊥f × ~∇⊥∇2
⊥φ)

=
d

dt
∇2
⊥f + ẑ · (~∇⊥Ω× ~∇⊥f). (C5)

3. Commutator of ∂
∂`

and ∂
∂t

∂

∂t

∂f

∂`
=

∂

∂z

∂f

∂t
+ ẑ · (~∇⊥

∂f

∂t
× ~∇⊥H)

+ẑ · (~∇⊥f × ~∇⊥
∂H

∂t
)

=
∂

∂`

∂f

∂t
+ ẑ · (~∇⊥f × ~∇⊥

∂H

∂t
). (C6)

4. Commutator of ∂
∂`

and d
dt

This derivation uses

∂ẑ · (~∇⊥f × ~∇⊥g)

∂`
= ẑ · (~∇⊥

∂f

∂`
× ~∇⊥g)

+ẑ · (~∇⊥f × ~∇⊥
∂g

∂`
), (C7)

which follows from the coordinate invariance of ẑ ·
(~∇⊥f × ~∇⊥g), Appendix C 6.

∂

∂`

df

dt
=

∂

∂`

(
∂f

∂t
+ ẑ · (~∇⊥f × ~∇⊥φ)

)
=

(
∂

∂t

∂f

∂`
− ẑ ·

(
~∇⊥f × ~∇⊥

∂H

∂t

))
+
∂

∂`
ẑ · (~∇⊥f × ~∇⊥φ)
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=
d

dt

∂f

∂`
− ẑ · (~∇⊥f × ~∇⊥(

∂H

∂t
− ∂φ

∂`
)

=
d

dt

∂f

∂`
+ ẑ · (~∇⊥f × ~∇⊥NB). (C8)

5. Form for ẑ · (~∇⊥f × ~∇⊥g) useful in
integrations

ẑ ·(~∇⊥f× ~∇⊥g) =
∂

∂x

(
f
∂g

∂y

)
− ∂

∂y

(
f
∂g

∂x

)
. (C9)

6. Coordinate invariance properties of
ẑ · (~∇⊥f × ~∇⊥g)

In arbitrary coordinates xa(x, y) and ya(x, y),

the gradient ~∇⊥f = (∂f/∂xa)~∇xa + (∂f/∂ya)~∇ya,
which implies

ẑ · (~∇⊥f × ~∇⊥g) =
∂f

∂x

∂g

∂y
− ∂f

∂y

∂g

∂x

=

(
∂f

∂xa

∂g

∂ya
− ∂f

∂ya

∂g

∂xa

)
Ja;(C10)

Ja ≡ ẑ · (~∇xa × ~∇ya). (C11)

The Jacobian of the (xa, yb) coordinates Ja is unity
when the coordinates are the starting points (xs, ys)
of magnetic field line trajectories.

7. Cartesian coordinate expression for ∂2f
∂`2

∂2f

∂`2
=

∂

∂z

∂f

∂`
+ ẑ · (~∇⊥

∂f

∂`
× ~∇⊥H)

=
∂

∂z

(
∂f

∂z
+ ẑ · (~∇⊥f × ~∇⊥H)

)
+

{
ẑ · (~∇⊥

(
∂f

∂z
+ ẑ · (~∇⊥f × ~∇⊥H)

)
× ~∇⊥H)

}
=
∂2f

∂z2
+ 2ẑ · (~∇⊥

∂f

∂z
× ~∇⊥H)

+ẑ · (~∇⊥f × ~∇⊥
∂H

∂z
) (C12)
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