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Multiple scale problem

af
dt

C[f] Q%N <1

Perpendicular

Physics :
/ spafial scale

Temporal scale

Turbulence from ETG

1
odes K7~ ~0.001-0.1cm Wy ~ 0.5 - 5.0 MHz

Turbulence from ITG

~1
e k| ~0.1-80cm W ~ 10 - 100 kHz

Measurements suggest

' 2
width ~ 1 - 10 em 100 ms or more in cores

Transport barriers

Energy confinement time

Discharge evolution Profile scales ~ 100 cm D4




Full-f simulation cost

e CGrid spacings in space (3D), velocity (2D) and time:

A ~0.001 em, L; ~ 100 cm
A” ~ 10 cm, L” ~ 10 m

Av ~ 0.1 vy, L, ~ v
At~10"7"s, L;~1s
e CGrid points required:
(Ly/A)) x (L1/AL)? x (Ly/Ay)* % (Le/At) ~ 107!

e Factor of ~10° more than largest fluid furbulence
calculations

e Direct simulation not possible; need physics guidance
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Gyrokinetic multiscale assumptions

df dR Of dudf dEOf d0If
ot dt 8R+dtau+dtaE+dtc‘9ﬁ_

Clf]

Turbulent fluctuations are low amplifude:
f=F+0f Of ~ef
Separation of fime scales:
0o f O I o 5

57 ~ w ~ €f) — ~ T C ~Ew
Separation of space scales:
VF ~F/L, V\6f ~df/L, Viof~df/p
“Smooth” velocity space:
e SvjwS 1= VeSS vfuy S 1




Key results: turbulence and transport
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Key results: turbulence and transport

f=Fy+h+.. FozFM(R)eXp< E

Gyrokinetic equation for furbulence:

: Fy 0
Oh/0t +vjB - VT + (v - V(Fo + h) + vi - Vh = 20 n

Ty Ot
Moment equations for equilibrium evolution:

on 1 0
> = —=—(V{T',- V) + S,
ot % 5¢( < 2 All terms in each

30nT, 1 0 ) equation same order
T V90 (V' {(Qs - V)
T <8lnns Oln T,

o0 VYT Ty

+(Clh)r
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Multiscale grid

Flux tube simulation domain

Turbulent fluxes calculated

iIn small regions of fine grid
embedded in “coarse”

radial grid (for equilibrium)

Steady-state (time-
averaged) turbulent fluxes
calculated in small regions
of fine grid embedded in
‘coarse” time grid (for
equilibrium)

Flux tube simulation domain




Validity of flux tulbe approximation

W
o

e Linesrepresent
global
simulations from
GYRO

Dots represent
local (flux tube)
simulations from
GS2

Excellent
agreement for
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Trinity schematic
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Sampling profile with flux tubes
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Sampling profile with flux tubes

Simulation volume reduced
by factor of ~100




Trinity schematic

Steady-state
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Trinity transport solver

e Transport equations are stiff, nonlinear PDEs. Implicit
treatment via Newton's Method (multi-iteration,

adaptive time step) allows for time steps ~0.1 seconds
(vs. turbulence sim time ~0.001 seconds)

on N 0G(n,T,T)
ot or

=S, I'=Tpnys/noy

sy b {pi b oo T
ay ym k k

e Challenge: requires computation of quantities like
or; _or; , 0r; O(R/Ln);
on,  On; O(R/Ly); Ong
e Simplitying assumption: normalized fluxes depend
primarily on gradient scale lengths

G;n—l—l ~ G;-n 1 (y . ym)




Trinity fransport solver

e Calculating flux derivative approximartions:

— at every radial grid point, simultaneously calculate
FJ[(R/LTL);H] and FJ[(R/LrL)Zn + (5] USing 2
different flux tubbes

— Possible because flux tubes independent (do not
communicate during calculation)

— Perfect parallelization
— use 2-point finite differences:

or;  Ti[(R/Ln)J] — T5[(R/Ln)T + 9]
a(R/Ln)J 5




Trinity fransport solver

e Example calculation with 10 radial grid points:

— evolve density, toroidal angular momentum, and
electron/ion pressures

— simultaneously calculate fluxes for equilibrium
profile and for 4 separate profiles (one for each
perturbed gradient scale length)

— total of 50 flux tube simulations running
simultaneously

— ~2000-4000 processors per flux tube => scaling to
over 100,000 processors with >80% efficiency




Improved simulation cost

Statistical periodicity in poloidal direction takes
advantage of kll < Ly : savings factor of ~100

Exploitation of scale separation between
turbulence and equilibrium evolution: savings
factor of ~100

Extreme parallelizability: savings factor of ~10

Total saving of ~10°: simulation possible on current
machines

In addition to savings from not having o resolve
fo, fi1, f2 atthe same time




Overview

e Trinity simulation results




JET shot #42982

N
o

AV

—
(o))

[EY

o

0.5 F
0

0.2 0.4 0.6 0.8

minor radius (r/a)

ITER demo discharge

H-mode D-T plasma,
record fusion energy
yield

Miller local
equilibrium model. g,
shear, shaping, shift

Low triangularity,
elongation ~ 1.4,

B=3.9Ton axis

TRANSP fits o
experimental data
taken from ITER
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Profile comparison
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N

— ----Te (keV)
- — ne (10A19/mA3)

0) 0.2 0.4 0.6

minor radius (r/a)

0.8

Relatively low gs2
resolution: 9 ky's, 31
kx's, 24 field line
points, 20 pitch
angles, 12 energies

ITG physics

Electrostaftic,
collisionless

16 radial grid poinfts

Costs ~920k CPU hrs
(<10 clock hrs)

Fixed density profile
Qualitative

agreement, but dip
iIn Te near edge...




Evolving density profile

10 radial grid points

Costs ~120k CPU hrs
(<10 clock hrs)

Dens and temp
profiles agree within
~15% across device

Energy off by 5%

Incremental energy
off by 15%

Sources of
discrepancy:

— Large error bars
— Low res fluxes

— Flow shear absent
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Profile stiffness

—— R/LTi
—— R/LTe
—— R/Ln

o

0.2 0.4 0.6 0.8

minor radius (r/a)

lllustrates
challenging aspect
of solving for profiles
(instead of
gradients)

Perhaps useful to
employ smoothing?
~ flat grad scale
lengths indicative of
stiffness (near crifical
gradient across most
of minor radius)




Fluctuations

e Steady-state
fluctuation levels
(time-averaged)
calculated in gs2
Fluctuations small (in
agreement with
experiment), so delta
f/f <<1 valid

0.4 0.6 0.8

minor radius (r/a)
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Conclusions and future work

e Scale separation + theory provides significant savings in
time and space domains

e First-principles simulations of self-consistent interaction
between turbulence and equilibrium possible

e Still to do;

— Momentum transport equations

— Magnetic equilibrium evolution
— MHD stabillity

— Further comparisons with experimental measurements




