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Nonmonotonic variation with salt concentration of the second virial coefficient in protein solutions

E. Allahyarov! H. Lowen? J. P. Hansefi,and A. A. Louis
Lnstitut fir Festkaperforschung, Forschungszentrunilidh, D-52425 Jlich, Germany
2Institut fir Theoretische Physik II, Heinrich-Heine-Universitisseldorf, D-40225 Dsseldorf, Germany
3Department of Chemistry, Lensfield Road, Cambridge CB2 1EW, United Kingdom
(Received 21 February 2003; published 16 May 2003

The osmotic virial coefficienB, of globular protein solutions is calculated as a function of added salt
concentration at fixegH by computer simulations of the “primitive model.” The salt and counterions as well
as a discrete charge pattern on the protein surface are explicitly incorporated. For parameters roughly corre-
sponding to lysozyme, we find th8, first decreases with added salt concentration up to a threshold concen-
tration, then increases to a maximum, and then decreases again upon further raising the ionic strength. Our
studies demonstrate that the existence of a discrete charge pattern on the protein surface profoundly influences
the effective interactions and that linear and nonlinear Poisson Boltzmann theories fail for large ionic strength.
The observed nonmonotonicity Bf, is compared with experiments. Implications for protein crystallization are
discussed.
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[. INTRODUCTION effective interactions is priori a reasonable procedure to
describe highly asymmetric colloidal systems, where par-
Interactions between proteins in aqueous solutions deteticles have diameters of typically hundreds of nanometers
mine their collective behavior, in particular, their aggrega-and carry thousands of elementary charges, this is obviously
tion, their complexation with other macromolecules, and ul-less justified for the much smaller and less charged proteins.
timately their phase behavior, including phase separatiorn particular, the assumption of uniformly charged colloid
precipitation, and crystallization. Any theoretical analysis ofsurfaces, leading to spherically symmetric, screened interac-
the properties of protein solutions must rely on a clear untions between the electric double layers around colloid par-
derstanding of their interactions. A good example is providedicles, as epitomized by the classic DLV(@erjaguin-
by the control of protein crystallization, which is an essentialLandau-Verwey-Overbeg¢kpotential [8], ceases to be a
prerequisite for the determination of protein structure by thereasonable approximation at the level of nanometric proteins
x-ray diffraction[1,2]. While at present protein crystalliza- carrying typically of the order of 10 elementary charges. The
tion is still mostly achieved experimentally by “trial and reason is that length scales that are widely separated in col-
error,” and on the basis of a number of empirical rul8$ loidal assemblies, become comparable in protein solutions,
there is clearly a need for a more fundamental understandinghile the discreteness of charge distributions on proteins can
of the mechanisms controlling protein crystallization, andno longer be ignored, since the distance between two charged
this obviously requires a good knowledge of the forces beresidues on the protein surface is no longer negligible com-
tween protein molecules in solution, and of their dependencpared to the protein diameter. Thus, electrostatic, as well as
on solution conditions, includingH and salt concentration other(e.g., hydrophobicinteractions are much more specific
[1,4-4]. in proteins, and must be associated with several interaction
Protein interactions have various origins, and one maites, rather than merely with the centers of mass as is the
conveniently distinguish between direct and indu¢edef-  case for(spherical colloidal particles.
fective) contributions. Direct interactions include short-range  Another very important distinction between colloids and
repulsive forces, which control steric excluded volume ef-protein solutions is that the forces between the former may
fects, reflecting the shape of the protein van der Waals dihe measured directly, using optical megfs11], while in-
persion forces, and electrostatic forces associated witteractions between proteins can only be inferred indirectly,
pH-dependent electric charges and higher electrostatic mufrom measurements by static light scattering of the osmotic
tipoles carried by the protein residugg. Other, effective, equation of state which, at sufficiently low concentrations,
interactions depend on the degree of coarse graining in thgelds the second osmotic virial coefficieBj [3,12—14, the
statistical description and result from the tracing out of mi-main focus of the present paper. The variationBgf with
croscopic degrees of freedom associated with the solvent arsblution conditions yields valuable information on the under-
added electrolyte, i.e., the water molecules and microiondying effective pair interactions between proteins. Moreover,
Tracing out the solvent results in hydrophobic attraction andt was shown empirically by George and Wils¢8] that
hydration forces, while integrating over microion degrees ofthere is a strong correlation between the measured values of
freedom leads to screened electrostatic interactions betwed} and the range of solution conditions that favor protein
residues, the range of which is controlled by the Debyecrystallization [12,15,1§. Crystallization can only be
screening length, and hence by electrolyte concentration. achieved if the measured value Bf, falls within a well
However, while coarse graining through elimination of defined “slot.” If B, is too large, repulsive interactions pre-
microscopic degrees of freedom, leading to state-dependedbminate, leading to slow crystallization rates. On the other

1063-651X/2003/6(6)/05140413)/$20.00 67 051404-1 ©2003 The American Physical Society



ALLAHYAROV et al. PHYSICAL REVIEW E 67, 051404 (2003

hand, if B, is highly negative, strong attractions lead to between proteins and microions are routinely treated within
amorphous aggregation. mean-field Poisson-Boltzman(i®B) theory, generally in its
The correlation betweeB, and crystallization may be linearized version(as is the case for the classic DLVO po-
rationalized by noting that protein crystals generally coexistentia). However, as explained earlier, all relevant length
with a fairly dilute protein solution, the thermodynamic Scales(i.e., protein diameter, mean distance between charged
properties(and, in particular, the free energgf which are  sites on the protein surface, and between coions and counte-
essentially determined bg,. Coexistence between a denseons, as well as the Debye screening lengtte comparable
solid phase and a dilute fluid phase is generally a signature ¢f protein solutions, so that the discrete nature of both the
a very short-ranged attraction between particles as compardateraction sites, and of the coions and counterions, can no
to their diametef16—19. longer be ignored. Moreover, Coulomb correlations are ex-
For such short-ranged attractive interactions, the phaseected to be enhanced on the protein length scales and may
separation into dilute and concentrated proteins solutions exead to strong deviations from the predictions of PB theory,
pected on the basis of a mean-field van der Waals theory, @hich have recently been shown to induce short-range attrac-
in fact preempted by the freezing transition, i.e., the criticaltions, even between much larger colloidal partidi28,45—
(or “cloud”) point lies below the freezing line. The critical 48].
fluctuations associated with this metastable cloud point may The present paper takes into account the discrete nature of
lead to a significant enhancement of the crystal nucleatiothe microions within a “primitive model” description of the
rate [20], while the position of the cloud point in the electrolyte, and presents results of molecular dynaiis)
concentration-temperature plane is strongly correlated witgalculations of the equilibrium distribution of coions and
the virial coefficientB, [16]. counterions around two proteins and of the resulting osmotic
The present paper focuses on the variationBefwith virial coefficientB,. Two models of the charge distribution
ionic strength of added salt. This is a particularly importanton the surface of the spherical proteins will be considered. In
issue since “Sa|ting out” of protein solutions is one of the the colloidlike model the Charge is assumed to be uniformly
standard methods used to induce crystallization. An increas@istributed over the surface, while in the discrete charge
in salt concentration reduces the screening length and heng@odel, the charges are attached to a small number of inter-
the electrostatic repulsion, allowing short-range attractiveaction sites. The latter model will be shown to lead to a
forces(e.qg., of hydrophobic or van der Waals origio come distinctly nonmonotonic variation d8, with ionic strength,
into play which will ultimately trigger nucleation. Recent as observed experimentally. During preparation of the cur-
experiments and theoretical considerations point to a nonent paper, Striolet al.[49] published a study, where similar
monotonic variation ofB, with increasing ionic strength colloidal models for proteins were considered. They exam-
[21-25, or to a pronounced shoulder in tBg versus ionic ined a colloid that comprises of discrete charges of both
Strength Curvd26] in |ysozyme solutions. A similar non- SignS to account for nonuniform Charge distribution. The
monotonic variation has recently been reported insimulation results of Refl49] show a strong influence of
B-lactoglobulinA solutions[27]. Closely related findings are dipolar interactions on effective forces.
the observation of a nonmonotonic cloud pdi28—30, and The paper is organized as follows. The model and key
of a minimum in the solubility of lysozyme with increasing Physical quantities are introduced in Sec. II. Simulation de-
salt concentratiof31,32; the solubility is obviously related tails are described in Sec. Ill. Results of the simulations are
to the osmotic virial coefficienft33,34. Similarly, the attrac- Presented and discussed in Sec. IV, while conclusions are
tive interaction parametex, which controls the variation of Summarized in Sec. V. A preliminary account of parts of the
the measured protein diffusion coefficiebt with volume  results was briefly reported elsewh¢bé].
fraction, was found to exhibit a sharp minimum upon an

increase of ionic strength of lysozyme solutid@$]; again, Il. MODELS EFFECTIVE FORCES. AND SECOND
this interaction parameter strongly correlates wiBy ' " VIRIAL COEFFICIENT
[36,37.

Traditional models for the protein-protein interaction can-  The globular proteins under consideration are modeled as
not easily reproduce such nonmonotonic behavioBgfor  hard spheres of diameter,, carrying a total(negative
related quantities. The “colloidal” approach based on sphericharge—Ze. Within a primitive model representatid®1],
cal particles interacting via the screened Coulomb DLVOthe molecular granularity of the aqueous solvent is ignored,
potential[8] can only predict a monotonic decreaseBy  and replaced by a continuum of dielectric permittivigy
with ionic strength[5,38]. The same is true for models while the monovalent counterions and salt ions are assumed
[5,12,13 accounting for short-range attractions via Baxter'sto have equal diameteis, and charges|;= *e.

“adhesive sphere” representatiof89]. In these models, Two models are considered for the charge distribution on
which assume central pairwise interactioBs, reduces to a the surface of the protein. In the “smeared charge model”
simple integral of the Mayer function associated with the(SCM), the total charge-Ze is assumed to be uniformly
spherically symmetric potentiq#0,41]. More recent calcu- distributed over the spherical surface, which is the standard
lations account for the asymmetric shape of protges47, model for charge-stabilized colloidal suspensiq@s,45—
or include several “sticky” sites at the surface of the protein48], involving highly charged objects. According to Gauss’
[43,44. theorem, the SCM is equivalent to the assumption that the
In these traditional calculations, electrostatic interactiongotal chargeZe is placed at the center of the sphere. In the
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“discrete charge model(DCM), point charges {e) are (b) The second quantity, which will be the key input in the

distributed over a sphere of diametef=ao,, in such a calculation ofB,, is the microion averaged total forée =

way as t(_) minimize the electrostatic energy of thg distribu-_ ,fz acting on the centers of two proteins, placed at a rela-
tion. Obviously, for very smalk, the DCM model will tend . s s s - . -
qlive positionr=r,—ry; the forceF, is a function ofr. Its

to coincide with the SCM model. In practice, the ionize tistical definiti di d lier in th text of
residues are near the protein surface, and the precise choiggristical detinition was discussed earlier in the context o

of a is made according to a Coulomb coupling criterion € arged colloidg45,55,56, and it involves three contribu-
elaborated at the end of Sec. Ill. The resulting optimizeoIlons

charge pattern, well known from the classic Thompson prob-

lem (see Ref[52] for a recent review is kept fixed through- F,=FP+FP+E®. )

out. Such Thompson patterns do not correspond to the true

charge distribution on any specific protégee Refs[53,54), .

where a simple toy model of lysozyme with different chargeF(ll) is the direct Coulomb repulsion between the charge dis-
distribution corresponding to solutions of differept is  tributions on the two proteinsﬁ(lz) is the microion induced
constructeglbut do provide a well defined discrete model for g gcirostatic force, whil€(® is the depletion force that may
any value ofZ. Note that the discrete distributions are char-j, 1506 hack to the inbalance of the osmotic pressure of the

acterized by nonvanishing multipole moments, depending Ofyjcrions acting on the opposite sides of protein 1 due to the
the symmetry of the distribution for any specific valueZof Co2(3) e . .
presence of protein 2=} is directly expressible as the in-

while the SCM implies vanishing multipoles of all orders. | of the microi densi h ; f th
At this stage the SCM and DCM models involve only E)er?);Zino[;? %élmcrmon contact density over the surface of the

excluded volume and bare Coulomb interactinesluced by L
a factor 1£ to account for the solvenbetween all particles, In the case of th? SCM, tt'e microion averaged fort?e de-
proteins as well as microions. pends only on the distance=|r,| between the two proteins.
The following physical quantities were systematically For the DCM, on the other hand?l is a function of
computed in the course of the MD simulations, to be dethe relative orientations of the two proteins, as character-
scribed in the following section. _ ized by the sets of Euler angle€; and Q,, ie., F;
(a) The density profiles of coions and counterions around_ Ifl(F ﬁl ﬁz)

a single globular protein is defined via -
geg P (c) Once the forcd=; has been determined as a function

A=(S siE-i , o r, Q,, andQ,, one may then calculate an orientationally
p=(r)= j (ry—=n)). @) averaged, but distance resolved, effective protein-protein pair
potential according to

Here, Fji is the position of thejth microion of species

+ relative to the protein center, while the angular bracket w P
denotes a canonical average over the microion configura- V(r):f dr <T.|31(F',ﬁl,ﬁ2)> , 3)
tions. For an isolated SCM protein these profiles are spheri- Ir ,.0,

cally symmetric, and depend only on the radial distance
=|F|. For isolated DCM proteins the profiles are no longer . .
spherically symmetric, and may be expanded in spherical/"€"¢ the angular brackefs - '>91f_12 refer to a canonical
harmonics. The anisotropy turns out to be weak, and only th&tatistical average over mutual orientations of the two pro-
spherically symmetric componeftorresponding to averag- (€ins weighted by the Boltzmann factor of the effective po-
ing p(r) over protein orientatioswill be shown in the tential Ve (r,Q,07) such that oVei(r,Qy,Q5)/or=
following. —F(r,Q4,Q,). Explicitly, for any quantityA(r,,,Q,),

f dQ1dQLAT, O, Qo) expl(— Verd(r,Q1,05)/kgT)}
(A, 6,= — — : (4)
fdQldnzexp{—veff(r,91,92)/kBT}

In practice, the anisotropy &f¢; turns out to be sufficiently 1 .
weak so as to justify an unweighted angular average in Eq. Bz=§f dr[1—-b(r)], )
(4), i.e., to set the Boltzmann factor equal to 1.
(d) The second virial coefficier, finally follows from
the expression where
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1)\? .. L
b(r)=(ﬁ) fdQldQZexp[—Veff(r,Ql,Qz)/kBT].
(6)

The angular integrations are trivial in the case of the SCM,
whereV,¢; depends only om. In the case of the DCM, one
may use the identity

o d
b(r)=ex;{—fr dr’y[lnb(r’)] , (7)

to show thatB, may be cast in a form similar to that appro-
priate for the SCM, namely,

1 -
BZ=§f dr[1—exp{—V(r)/kgT}], (8) FIG. 1. Snapshot of a typical MD-generated microion configu-
ration around two proteins, separated by 1.70,,. The proteins

hereV/ is th tential of th ientati I d carry 15 discrete chargese and the monovalent salt density is
where V(r) is the potential of the orientationally average C,=0.206 mol/l. The globular protein molecules are shown as two

projected force, as defined in EG). As pointed out earlier, |50 gray spheres. The embedded small dark spheres on their sur-
B, is directly accessible experimentally by extrapolatingtace mimic the discrete protein charges in the DCM model. The

light scattering data to small wave vect¢#] or by taking  small gray spheres are counterions, while the black spheres are
derivatives of osmotic pressure data with respect to concensjons.

tration[13,14]. Results will be presented in the form of the
reduced second virial coefficierB; =B,/BY'Y, where =2&%[eksT(s,—0y+0)] for the DCM, and T
B =2ma¥3, ie., =27€l[ ekgT(0p+ a)] for the SCM, are comparable, and
of the order ofl'~3 at room temperature. We fixed the di-
3 (= electric constant of water to be=81 and the system tem-
By =1+ —3f r’dr[1—exp{—V(r)/kgT}].  (9)  perature to bd =298 K. Varying salt concentration for fixed
Tp= 7 protein chargeZ corresponds to a fixed solutiggH [60].
Details of the runs corresponding to different salt concen-
1. SIMULATION DETAILS trations are summarized in Table I. Note that the Debye

We study a pair l,=2) of spherical proteins with screening lengthp, defined by

center-to-center separatian confined in a cubic box of

. . . EkBTV
length L=40,, which also contained monovalent coions rb=\—— (10)
and counterions in numbers determined by their bulk con- 8m(Ns+2Z)qse

centrations and overall charge neutrality. There Zid, ) _
counterions dissociated from the protein surface, apd IS 1€sS than 10 A for salt concentration beyond BL1 Here,

added salt ion pairs such that the screening of proteins is du IS the accessible volume for salt ions such that the salt
to N, =Ng coions andN_=Ns+ZN, counterions in the

simu_lation_ box. A snapshot of a_typ_ical equili_briu_m microion is the number of salt ion pairs in simulation bag, is the salt
conflguratlon around o proteins is shown in Fig. 1 for theconcentration in mol/l, the Debye screening lengthis defined by
protein charge n.umbdz 15. The two proteins were pIaced. Eq. (10), and ro=(3V/4m(2N.+27))"? is the average distance
symmetrically with respect to the center along the body diyeqween salt ions for a given salt concentration.

agonal of a cubic simulation cell; periodic boundary condi-

TABLE |. Parameters used for the different simulation ruxs.

tions in three d|mer_1$|0ns were adoptédwas chosen such Run N C (mol/l) roloy rolo,
that the box length is much larger than the range of the total
(effective) protein-protein interaction, so that the results are 1 0 0 0 0
independent ot. for nonzero salt concentration. The long- 2 125 0.05 0.34 0.39
range electrostatic interactions between two charged particles 3 250 0.103 0.24 0.31
in the simulation box with periodic boundary conditions 4 500 0.206 0.17 0.25
were modified using the Lekner summation method of im- 5 1000 0.412 0.12 0.2
ages[59]. For our model to be a rough representation of 6 1500 0.62 0.1 0.17
lysozyme, we chose,=4 nm, and three different protein 7 2000 0.824 0.085 0.16
chargesZ=6,10, and 15, corresponding to three different 8 2500 1.03 0.077 0.15
values of the solutiopH. The microion diameter was cho- 9 3000 1.24 0.07 0.14
sen to beo=0,/15=0.267 nm. 10 4000 1.65 0.06 0.124
For both the SCM and the DCM, the contact coupling 11 5000 2061 0.054 0.118

parameter between a protein and a microion, namgly,
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0.9 |

0.85

FIG. 2. Normalized total salt density profilegr) near a single
neutral spherepy=N,/V is the bulk density. The added salt con-

centration is increased from top to bottdisee the arrow, which 1.3
refers to the density near the protein surfemecording to runs 1-5,
7, 9.
is (b) DCM

concentrationCg is Ng/V. Thus, the point charges on the
protein surface are effectively screened from each d@@&r -
For each of the runs indicated in Table I, the distance- 29, \
resolved effective forces and interaction potentials are calcu- =

lated according to Eq€2) and(3). The statistical averages

over microion configurations leading 1%(12) and If(f) were 1
evaluated from time averages in the MD simulations. \W‘
IV. MICROION DISTRIBUTIONS AROUND 0.9

A SINGLE PROTEIN oE oF BE 4% 1
First, as a reference, consider a single proteiiy=<1)
placed at the center of the simulation box. We calculated FIG. 3. Total salt density near a single protein surface for the
spherically averaged, radial microion density profifgs) SCM (@) and the DCM(b) models and runs 2-5, 7, 9, 11. The
=p.(r)+p_(r) in the immediate vicinity of the protein sur- arrow (in the direction of an increase in added salt concentration
face. For a singl@eutral sphere in a salted solution, results applies to all runs except run 11, which is shown as a solid line with
for p(r) are drawn in Fig. 2. There is a marked depletion insymbols.
the microion density, signaled by a minimumg(fr) at con-
tact, well below the asymptotic bulk value. For low salt con-physical meaning of this depletion is discussed in more detail
centration, the observed depletion zone of salt ions aroundia Ref. [61]. Qualitatively similar depleted density profiles
neutral sphere is in qualitative agreement with the standardiere observed in Lennard-Jones system confined between
analysis based on the linearized theory which involves a comeutral planeg62] and in Yukawa mixture$63]. Further-
rection~ — exp(—2r/rp)/r? [61] to the homogeneous density. more, an effective force that pushes a single ion towards
The depletion is enhanced upon increasing the salt concenegions of higher salinity is predicted within Debye-tHel
tration. At sufficiently high salt concentrations, this mini- theory for interfacial geometrig$4].
mum is followed by a weak, but detectable, ion laysee Next we consider a protein sphere with charge number
corresponding lines for runs 7 and 9 in Fig. Zhe forma- Z=10. The total salt densities, as sums of coions and coun-
tion of a depletion zone isot a consequence of the direct terion densities, are shown in Fig. 3 for both the SCM and
(hard-cor¢ interaction between salt ions and the protein sur-DCM. At the lower salt concentratiorfap to run 5 the SCM
face, since the position of the observed layer is significanthand DCM models both yield an accumulation of the micro-
further away from the protein surface than one ion diameterion density near ion-protein contact, in semiquantitative
A rough estimate for the distance between layer and neutragreement with the prediction of standard PB theory. For
sphere gives a value of 2r3, or equivalently 0.1#,. For  rising ionic strength, the total microion density gets depleted
runs 7 and 9, where the ion layer emerges, this distance is ofear the protein surfaces, as in the previously considered
the order of an average ion separatiqnn the system and case of a neutral sphere. Remarkably, this depletion occurs
twice the Debye screening length as well (see Table )L both with the SCM and DCM and contradicts the PB predic-
Obviously, it is the small ion correlations that lead to thetion. The intuitive picture is that a microscopic layer of coun-
peak formation in the salt density profiles. An intuitive argu-terions is formed around the proteins. An additional salt pair
ment is that the lack of mutual polarization in a dense salhow profits more from the bulk polarization than from the
solution near neutral surfaces causes ion depletion. Thprotein surface polarization and is thus excluded from this
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FIG. 4. Total density profilep(r) of salt ions around a single
protein with Z=10, for run 4 (bottom set of curvesand run 7
(upper set of curvgscomparing the DCM simulationsolid line),
the SCM simulations(dashed ling and nonlinear Poisson-
Boltzmann theory of the SCNkquares connected by lines

layer. By normalizing the profiles to the total bulk density,
this effect becomes visible as a depletion zone in Fig. 3,
where a noticeable difference between the SCM and DCM
profiles also emerges. Whereas the DCM predicts a contact
value p.(r=(op+0.)/2) larger than the bulk value, the
SCM predicts a much stronger microion depletion near con-
tact. More generally, the contact value of the DCM model is
always larger than that of the SCM model for the same salt 1 15 >
concentrations. This finding illustrates the sensitivity of cor- r/és

relation effects to the assumed charge pattern at the surface p

of a protein. This correlation effect is, of course, absent in FIG. 5. Total forceF(r) (a) and interaction potentiaV(r) (b)

linear an_d nonlinear PB theor_les, Wh'Ch aIW‘_"‘yS predict %ersus dimensionless distanckr, within the SCM, for a protein
monotonlcally decreasing density profilér). A direct COM-  chargez=10. The force is divided byFo=ksT/\g, Where \g
parison between the SCM, DCM models and nonlinear PB. g2/, T is the Bjerrum length. The added salt concentration in-
theory solved in a spherical cell within the SCM5] is  creases from top to bottom, according to runs 1, 3, 5, 11. Dashed
shown in Fig. 4 for two of the higher salt concentrationsiines correspond to the DLVO theory. The inset(i) shows in
from Fig. 3. For the intermediate salt concentrati®  more detail the differences between the SCM simulations and the
=0.206 mol/l (run 4) both simulation and theory predict a DLVO potential for run 11.

monotonic decrease of salt density away from the protein

surface. Surprisingly, the PB result for the SCM is in goodcharge discretization on the counterion distribution is re-
agreement with the simulation result for the DCM. This ten-yealed.

dency is observed up to run 5, we believe that it is due to an A multipole expansion of the total salt number density in
artificial cancellation of errors in the PB treatment of smallthe DCM, demonstrates that the higher order expansion co-
ion densities. It is a well known fact that near a colloidal efficients are strongly damped and much weaker than the
surface the PB densities are higher than the simulated onegro-order homogeneous term shown in Figs. 3 and 4.

for the traditional SCM colloids. On the other hand, the
DCM densities are systematically larger than the SCM re-
sults at ion-protein contact, as shown in Fig. 3. As a result,
the PB results turn out to be closer to the DCM than to the Next we consider the angularly averaged effective force
SCM densities. In the case of the higher salt concentratiorf; (r)=—dV(r)/dr and potentiaM(r) between two proteins
C=0.824 mol/l(run 7), the simulation results strongly de- embedded in a sea of small salt ions. Simulation results for
viate from the PB predictions. Note that the long-range bethe simpler case of the SCM are plotted in Fig. 5 #r
havior of the concentration profiles is not well reproduced by=10 and compared with the DLVO theory. There is a sys-
the PB cell model. A comparison between the SCM andematic deviation between the theoretical and simulation re-
DCM results for run 7(solid and dashed lines in Fig) 4 sults. While the DLVQ[8] potential

Effective force and B, for a protein pair

reveals a strong colloidal charge-counterion pair association ) )
for the DCM. This result is in accordance with the findings ULVO) (1) = ZpLvo® exp(—r/rp) (11)
of Ref. [66], where a significant influence of the colloid er D’
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FIG. 7. (a) An illustration of three different mutual orientations
of two proteins. Points inside spheres represent protein charges in
the DCM. (b) Total interaction forceF(r) versus dimensionless
separation distance/ o, for mutual orientations shown itg) for
run 5 andZ=10 in the DCM. The inset shows the same, but for a
Yukawa segment model.

FIG. 6. The total forceF (circles and its electrostatid=(?
(squaresand entropid=() (triangle$ components versus salt con-
centration. The separation distance is fixedatr/op,=1 and(b)
r/o,=1.1. The simulations are for the SCM with= 10, and show
that at high salt concentrations, the entropic force dominates.

whereZp, yo=Z exfd(o,+0)/2rpl/[1+ (op+ o) /2rp], al-

ways results in a repulsive force, the simulations indicate theéun 11 in Figs. %) and Ga). Finally, we mention that the
possibility of an attraction between proteins for large saltrange of attraction observed here will depend on the electro-
concentrations. The fordé(r) at the higher salt concentra- lyte (saltion size[72]. This feature of our model may hint at
tions C shows a maximum at a distanceearly equal to the @ cause for the salt specificity observed in salting-out experi-
ion diameter. Note that, for the highest salt concentrationents on protein crystallizatiofv3].

consideredCs=2.061 mol/l(run 11), where the electrostatic The same calculations were carried out for the other two
interactions are almost completely screened out, the effectivierotein charges in the SCM modél=6 andZ=15, with
forceF(r) is dominated by entropic effects, see also the inseflualitatively similar results to those obtained o+ 10. For

in Fig. 5(b); it is reminiscent of the entropic depletion force all charges and salt densities considered, the long-range be-
of hard sphere system. The corresponding potential is neg&avior of interaction forces and potentials is always in poor
tive at short distances, as shown in the inset of Fig),%nd quantitative agreement with the DLVO predictions. For a
is related to the depletion in the microion total density pro-better match of theory and simulation, one would have to
files p(r) around an isolated protein, shown in Fig. 3. We carry out an additional rescaling procedure of the bare pro-
note that such an entropic attraction is not contained irfein chargeZ [in Eq. (11)].

DLVO theory. Its origin is also different from the salting-out It is clear that the effective forces and potentials between
effect studied in Refs[12,67—7Q or the macroion over- two proteins will no longer be spherically symmetric within
charging effect studied in Ref71]. In Fig. 6, the salt depen- the DCM model. Three distinguishable mutual orientations
dence of the total interaction ford&(r) [Eq. (2)] is broken  of the two proteins are schematically outlined in Figa)7

up into its components > andF ) for two values ofr. This  corresponding to particular configurations of the Euler angles
helps to show that at large salt concentrations it is indeed thél,ﬁz of the two proteins. Nevertheless, our simulation re-
entropic component that causes the force to be attractive faults, presented in Fig.(B), for these three orientations,
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show that the actual force anisotropy is weak. This observa-
tion justifies a posteriori the assumption made in E),
where the angular-dependent Boltzmann weight was set to
one. However, this is no longer true for the Yukawa segment
model[56,74,79, as shown in the inset of Fig(h). Within

this model, the total effective interaction potential between a
pair of proteins is given by

z

1 N N |
US(=—7 2 uerI(Rd-r?h, a2 | k

0 L £ L
15 | 1 12 14 16 18 2

wherer() andr(? represent the positions of the point unit 75,

charges on different proteins. We emphasize that the aelo- 1 11 12 13 14 15 16 17
topic (or nonisotropi¢ interactions incorporated in our DCM r/cp
differ from those considered, for example, in Réd4],

where B, is calculated for a set of hydrophobattractive \
patches on the protein surface. Within our version of the 1 ,’"\
DCM the third configuration in Fig. (@) (solid line), has the 3 L
highest statistical weight of the three cases shfsae Egs. / \\,

(3) and (4)]. If, on the other hand, the point charges on the \ \\&
protein are replaced by attractive patch44], then the con- 06
figuration with two points nearly touchinjglot-dashed line
in Fig. 7(a)], is the statistically most favorable conformation.
Similar arguments hold within a molecular model for site- 02 |
specific short-range attractive protein-protein interactions /\ - -
[76,77]. Results for distance-resolved forces within the DCM H& O e -
model are shown in Fig.(8), for Z=10. When the salt con- [ 11

centration is less tha@,=<0.2 mol/l, the results are similar —0.21 11 12 13 14 15 16

to those of the SCM model: i.e., for low ionic strength, the r/c

force is repulsive, while for high ionic strength there is an P

alttr{:lctlo'n near contact followed by a repulsive barrlgr_. The FIG. 8. Total interaction forc€&(r) (a) and interaction potential
dlstlngwshlng_proper_ty of the D_CM_ 1S theaonmono_ton_ICIty V(r) (b) versus dimensionless separation distante, for the

of the force with the increase of ionic strength. This, in turn,pen at z=10. Full curves, run 7: dashed curves, run 8: dash-
gives rise to the nonmonotonic behavior of the sphericallyyotted curves, run 9; full curves with circles, run 11. The inset
averaged interaction potenti(r) shown in Fig. 80). This  shows low salt concentrations, from top to bottom, runs 1, 4, 5.
feature ofV(r) manifests itself in the following way in Fig.

8(b): the potential is first strongly reduced @ is increased,  tjon. Hence, we have taken the expected short-range attrac-
then its amplitude and range increase very significantly afion petween proteins into account by adding to the effective
intermediate concentration{=1 mol/l), before it nearly  coylomb potential in Eq(9), an additional “sticky” hard

vanishes at the highest salt concentrations. Note aj sphere potentialSHS of the Baxter form{39],
even becomes slightly attractive at contact(,) for Cg

=2 mol/l. Similar effects are also observed f6e=6 and

N N1 12 14 16 18 2
N\ rc
38 P

9 h 3 \~\~\~\ (b)

. - . . , r<
Z=15 (see Fig. 9, suggesting that the effect is generic for O; 5 e
. . . . . . . V r 1
discrete _charge _dlstr|but|ons. It is also worth er_npha3|zmg shd ): n T L op<r<op+o (13)
that the interaction potentiaV(r) for Z=6 and high salt kgT opt o
concentrationgthis corresponds to run 9 in Fig(8] is to- 0, r=0,+ 8,

tally attractive over the whole range of the protein-protein
separations. ) _ )
Once the effective potential(r) is known, it is straight- With potential parameter$=0.02r, and 7=0.12, which
forward to calculate the second osmotic virial coefficient usYi€ld reasonable osmotic data for lysozyme solutions
ing Eq. (8). In doing so, however, one should keep in mind[15,26,78 in the high salt concentration regime. This square
that it is the total interaction that enteBs. Real proteins well potentllal is isotropic and ignores the directionality in
also exhibit an additional short-range interaction, as seen, fdiydrophobic attraction between prote[#8,43. The second

example, in experimental studies of the osmotic pressure anflfial coefficient for the SHS potential is
structural data for lysozymgr8], or in fits to its phase be-

havior[15]. This attraction stems from hydration forces, van BYHS 1 5 52
der Waals interactions, and other molecular interactions that ~GAg =1~ 4—+3— +O0| —|. (14
are, to a first approximation, independent of salt concentra- B> T 9 Op

051404-8



NONMONOTONIC VARIATION WITH SALT ... PHYSICAL REVIEW E 67, 051404 (2003

f”_\\\ / 1 (a) |

1 11 12 13 14 | N 26
1o, -3 1 15 2
C [mol/l]
2 Q
3
175 1 (b) 6
N & 2.5
15 [\ <4
\‘\\ 3 2
125 [ N 2|
Vo 1.5
1) .0
4 1.4 1 B
2 L N N T Y A N e
0.5
05 |
0
0.25 | g
‘‘‘‘‘ 05
%4 12 14 16 18 1 SCM
o, 0

0.5 1 1.5
o , Cmol/l]
FIG. 9. The same as in Fig. 8 but now for protein charg®s

Z=6 and(b) Z=15. The run numbers are placed next to corre-
sponding curves. The result for run 1(@ is reduced four times to
fit the y-axis scale. The inset itb) shows low salt concentrations,
from top to bottom, runs 1, 4, 5, 7.

FIG. 10. Normalized second virial coefficieBt =B, /BY'S of
a protein solution versus salt concentrati@y. The lines with
(without) symbols correspond to the SCDCM) model. In(a) the
results are shown for protein chargés-6 (dashed linesand Z
=15 (solid lineg. Results forZ=10 are given inlb) together with
Short-range attractions lead to “energetic fluid” behaviora normalized second virial coefficient corresponding to the DLVO
[79], where the crystallization is driven primarily by the de- potential. Whereas the SCM virial coefficients decrease monotoni-
tails of the interactions, instead of being dominated by thecally with increasing salt concentration, as expected from simple
usual entropic hard-core exclusions. This suggests that theereening arguments, the DCM shows a markedmonotonidn-
directionality may be very important for details of the protein crease oB; at intermediate salt concentrations.
crystallization behaviof43]. However, for the physically

simpler behavior of the virial coefficient, the directionality pcMm leads to a markedly nonmonotonic variation, involving
can be ignored in a first approximation. For simplicity, we an initial decay towards a minimufsalting ou followed by
assume the parametetto be independent of electrolyte con- g subsequent increase to a maxim(galting in and a final
ditions, although a weak dependence based on experimenigcrease at higt; values(salting ouj. The location of the
observations is reported in Ref26,77. The addition of |gcal minima shifts to higher or lower values 6, for larger
Vsudr) strongly magnifies the nonmonotonicity B stem-  or smaller protein chargea Thus, for larger protein charge
ming from the nonmonotonic behavior ¥{r) near contact. one needs a higher salt concentration to achieve the “salting-
Results forB; as a function of salt concentration are out” conditions conducive to protein crystallizatioia1].
shown in Fig. 10 for three different protein chard@].  Even though the effective Coulomb potential between pro-
There is a considerablgualitative difference between the teins is weak, with an amplitude of the order of the thermal
predictions of the SCM and the DCM models for the varia-energykgT, its effect onB, is dramatically enhanced by the
tion of B3 with monovalent salt concentratidds for each  presence of the strong short-range attractive Baxter potential.
protein charge. Whereas the SCNturves with symbols in  We remark that the nonmonotonicity iB, occurs at the
Fig. 10 predicts a monotonic decay &5 with C;, the  same salt concentrations in the absence of the short-ranged
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larger C5. Nevertheless, considering the high density of
coions and counterions in the simulation, it is remarkable
that a simple Donnan argument based on ideal gas terms
performs so well.
The origin of the nonmonotonic variation &% with Cg
can be traced back to the subtle correlation effects which
cause an enhancement of the effective Coulomb repulsion at
intermediate salt concentrations in the DCM. These effects
cannot be rationalized in terms of simple mean-field screen-
ing argument$54]. The protein-microion correlations are of
. . 5 a different nature than those in the SCM, where they lead to
-18 'il Clmol] a much more conventional, monotonic decayBefwith Cy,
0.5 1 15 > similar to that expected from a simple screening picture. We
C[mol/] emphasize that the observed nonmonotonicity is unrelated to
the mutual protein orientations illustrated in Fig. 7. It is ex-
FIG. 11. The same data as in Fig. 10 are shown here for the barglicitly shown in Fig. 1b) that mutual orientations have a
virial coefficient defined by B,—Z2%/4C.]/BY'S . The arrow is a  significant influence on the interaction force at small separa-
guide to the eye for the direction of increasing protein ch@rdgéhe  tion distances <1.025,. However, Fig. &) reveals that
scaling collapse at higls has been related to a Donnan equilib- the range of distances where a nonmonotonicity of the inter-
rium effect[81]. In the inset, results for the DCNbolid ling) and  action force versus added salt is apparent is fairly beyond the
SCM (symbols for Z=10 are compared with the result correspond- gistancer =1.1s,,. Thus, the interaction force is nonmono-
ing to the sticky hard sphere potential, EQ4), alone (dashed  {gpjic versus added salt at distances about 8 A from the pro-
lines). tein surface, where the influence of mutual protein orienta-
i ) i . .tions is negligible. The relatively long-range behavias
attraction; but the difference between the maximal and MiNizompared to the linear Debye screening lenggh of the
mal B, in this case is only about 10% as compared to th&,snmonotonicity of the force versus added salt is entailed by
data of Fig. 10. Different short-range potentials would justihe strong coupling between protein surface charge and salt
lead to different levels of enhancement but would not lead tqyg i the DCM model and correlations between the electric
qualitative changes. double layers associated with these surface charges. Such

It has recently been proposdd1] that the following  correlations could result in long-range interactions, due, e.g.,
“bare” second osmotic virial coefficient of protein solutions 5 gp overcharging effedsee Ref[82)).

*
2

2 HS
B; - Z%/4C B,

should be independent of the protein chazgand the salt In order to gain further insight into the physical mecha-

concentratiorCs, for not too lowCs, namely, nism responsible for the unusual variation of the effective
©0)_ ) interaction potential and d8, with salt concentration in the

B3 ’=B>—Z°/4C;. (15 pcM, we consider the influence of a second nearby protein

) ) on the microion distribution close to a central protein. We

This remarkable scaling, which has been observed for a nunkaye computed the difference between “inner” and “outer”
ber of experimental conditiongt1], may be explained by ghe|l microion contact densities f@= 10, as schematically
simple arguments based on Donnan equilibrild]. As  jjystrated in the inset in Fig. 12. The local microion density
shown, for example, in Fig. 1 of Reff81], this simple rela- s ng jonger spherically symmetric, due to the interference of
tion holds remarkably well above a salt concentratiorCef  the electric double layers associated with the two proteins.
~0.25M for a wide range of experimental measurements ofrpe differenceA p=pi, — pour DEtWEEN the mean number of
B% fOLSIysozyme, which all tend to a plateau value of microjons within a fraction of a spherical shell of radiRs
BY/BY'9~(—2.7-0.2). One implication of this observed =0.60, subtended by opposite 60° cones, is plotted in Fig.
scaling is that the attractive interactions that gov@f" are 12 versus salt concentrationp is always positive, indicat-
indeed roughly independent of salt concentrations alfwe ing that microiong mainly counterionstend to cluster in the
~0.25M. When the same scaling procedure is applied taegion between the proteins, rather than on the opposite
our B, curves, a similar plateau develops for both the DCMsides. This may be understood because the counterions can
and the SCM models, albeit wiﬁ(zo) less negative than that lower the total electrostatic energy by being shared between
found in the experiments, as seen in Fig. 11. The inset to Figwo proteins. However, there is a very significant difference
11 shows that the bare SCM and DCM second virial coeffiin the variation ofAp with salt concentratiorC,, between
cients forZ=10 go over to a plateau value determined by thethe SCM and the DCM models. Both exhibit similar behav-
“sticky sphere” result(14). ior for lower salt concentrationS;<0.5 mol/l; for example,

One could, of course, very easily match our data withboth show a small maximum around 0.2 mol/l. But for salt
experiments by adjusting the value gfbut in keeping with  concentrations above 0.5 mol/l, the SCM predicts a mono-
our earlier work[50] this is not attempted here. Clearly the tonic decrease oh p, while the DCM leads to a sharp peak
scaling does bring the DCM and SCBA'’s close together for in Ap for Cs=1 mol/l. This highly nonmonotonic behavior
a givenZz, but for differentZ the scaling collapse is not as clearly correlates with the nonmonotonicity observed in Figs.
good as that seen in experiments, since it sets in only &-10. The basic mechanism can be summarized as follows:
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8 - mean-field level. It was suggested in RE$2] that such an
enhancement of the cation density around lysozyme at higher
salt concentrations could increase the net protein charge and
6 lead to nonmonotonicity in the lysozyme solubility.

V. CONCLUSIONS

In conclusion, we have calculated the effective interac-
tions and the second osmoatic virial coefficidByt of protein
solutions incorporating the electrostatics within the “primi-
tive” model of electrolytes. In this way, we include nonlinear
screening, overscreening, and correlation effects missed
within the standard Poisson-Boltzmann description. For dis-

0 05 1 15 > crete _charge distribution_s, the _intera(_:tion_s and _rela?n_gd_
C.[mol/l] vary in a nonmonotonic fashion with increasing ionic
s strength, while for the smeared charge model, a standard

FIG. 12. Difference in the microion densities between and outWorkhorse of colloidal physics, this effect is absent. These
side two proteins near contackp, versus salt concentration for Correlation-induced effects are missed within nonlinear PB
protein chargeZ= 10 at a protein-protein separation ot 1.2s,.  theory, and similar coarse-graining techniques taken from the
The solid and dashed lines correspond to the DCM and SCM modtheory of colloids. In addition to this, our simulations indi-
els, respectively. The inset shows the angular range over which catethe necessity of taking entropic forces into accouhén
is averagedsee text The nonmonotonic density profile for the treating systems on the nanoscale. These forces are believed
DCM lies at the origin of the nonmonotonic behavior seen for theto be essential in the salting-out eff¢é8,83 and could lead
forces, potentials, and virial coefficients calculated for this model.to an attraction even between neutral globular proteins

[28,84].
For the DCM, the excess number of microions between the Our MD calculations can easily be extended to the more
two proteins leads to an excess entropic pressure or force, 88mplex @H dependentcharge patterns of realistic proteins
demonstrated in Fig. 13, which is the origin of the increased85l- In fact, in some cases it may be easier to do a full MD
repulsion between proteins aroun@;=1 mol/l. The en- Simulation than to solve the nonlinear PB equations in a very
hanced microion density arises from subtle crowded chargeomplicated geometry. We expect mechanisms similar to
correlation effects that cannot easily be understood at &0se found for the DCM to carry over to the more realistic

protein models, leading, for example, to an enhanced

06 @ ‘ . protein-protein repulsion at intermediate salt concentration.

! Since the second osmotic virial coefficient determines much
" of the excesgnonideal part of the chemical potential of
05 I semidilute protein solutions, we expect the nonmonotonicity
: of B, to have a significant influence on protein crystalliza-
04} tion from such solutions in the course of a “salting-out”
process. The nonmonotonic behavior also suggests the pos-
sibility of an inverse, “salting-in” effect, whereby a reduc-
tion of salt concentration may briri, into the “crystalliza-

0.3

electrostatic and entropic forces

\
& tion slot” [3,12]. The sensitivity ofB, to ion-correlation
02} ‘\\\ effects may help to explain the salt specificity of the
\ S\ Hofmeister serie§73]. Finally, we stress that our nonmono-
34 | \\ N tonicity is qualitatively different from that observed for
\ o added nonadsorbind@6,87 and adsorbing88] polymers or
\ oo that which result from incorporating repulsive hydration

: forces at higher salt concentratiof3,24].
C, (mol/l]
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