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As a practical matter, it is useful to structure the calculation of Fourier coe�cients in order to avoid
mistakes. Creating pages and pages of integration performed in small steps is neither e�cient nor likely
to lead to correct answers. Instead, separate the process of integration from the specific calculation of
Fourier coe�cients. A particular Fourier calculation often involves certain types of standard integrals. In
the above case, these are integrals of the form

R
dx x sin(↵x) for a constant ↵. Find these integrals first

(or simply look them up): Z
dx x sin(↵x) = �x cos(↵x)

↵
+

sin(↵x)

↵2
. (3.35)

Then apply this general result to the particular calculation at hand, that is, in the present case, set ↵ = k
and put in the integration limits.

Inserting the above Fourier coe�cients into Eq. (3.21), we get the Fourier series

f(x) = 2
1X

k=1

(�1)k+1

k
sin(kx) . (3.36)

Recall that the equality in Eq. (3.36) is not meant point-wise for every x but as an equality in L2
R([�⇡, ⇡]),
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Figure 4: Fourier coe�cients and Fourier series for the linear function f in Eq. (3.33). The left figure shows

the Fourier coe�cients ak from Eq. (3.34) for k = 1, . . . , 50. The function f together with the first six partial

sums of its Fourier series (3.36) is shown in the right figure.

that is, the di↵erence between f and its Fourier series has length zero with respect to the norm on
L2

R([�⇡, ⇡]). In fact, Eq. (3.36) shows (and Fig. 4 illustrates) that the Fourier series of f vanishes at ±⇡
(since every term in the series (3.36) vanishes at ±⇡) while f(±⇡) = ±⇡ is non-zero. So we have an example
where the Fourier series does not converge to the function at every point. In fact, the present function f
violates the conditions of Theorem 3.8 (since f(⇡) 6= f(�⇡)), so there is no reason to expect point-wise
convergence. It is clear from Fig. 4 that the Fourier series “struggles” to reproduce the function near ±⇡
and this can be seen as the intuitive reason for the slow drop-o↵ of the Fourier coe�cients, ak ⇠ 1/k, in
Eq. (3.34). In other words, a larger number of terms in the Fourier series contribute significantly so that
the function can be matched near the boundaries of the interval [�⇡, ⇡].

For this example, let us consider Parseval’s equation (3.23)

2⇡2

3
=

1

⇡

Z
⇡

�⇡

dx x2 =
1X

k=1

|bk|2 = 4
1X

k=1

1

k2
, (3.37)

where the left hand side follows from explicitly carrying out the normalisation integral and the right hand
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Overview

•  Inner product vector spaces, Hilbert spaces

•  Fourier analysis

•  Orthogonal polynomials

•  Ordinary linear differential equations

•  Partial linear differential equations



Inner product vector spaces, Hilbert spaces



What is an inner product vector space?

A:  A vector space with a scalar product.

It is not too di�cult to generalise this statement and to show that linear maps between any two finite-
dimensional vector spaces are bounded. For the infinite-dimensional case this is not necessarily true (see
Exercise 1.13 below).

Vector spaces, even finite-dimensional ones, usually allow for more than one way to introduce a norm.
For example, on Rn or Cn, with vectors v = (v1, . . . , vn)T we can define, for any real number p � 1, the
norm

k v k
p

:=

 
nX

i=1

|vi|p
!1/p

. (1.23)

Clearly, this is a generalisation of the standard norm (1.22) which corresponds to the special case p = 2.
As before, conditions (N1) and (N2) in Def. 1.6 are easily verified. For the triangle inequality (N3) consider
the following exercise.

Exercise 1.11. For two vectors v = (v1, . . . , vn)T and w = (w1, . . . , wn)T in Rn or Cn and two real
numbers p, q � 1 with 1/p + 1/q = 1 show that

(a)
P

n

i=1 |viwi|  (
P

n

i=1 |vi|p)1/p (
P

n

i=1 |wi|q)1/q (Hölder’s inequality)

(b) (
P

n

i=1 |vi + wi|p)1/p  (
P

n

i=1 |vi|p)1/p + (
P

n

i=1 |wi|p)1/p (Minkowski’s inequality)
(1.24)

Use Minkowski’s inequality to show that the prospective norm (1.23) satisfies the triangle inequality.

Norms can also be introduced on infinite-dimensional vector spaces. As an example, consider the space
C([a, b]) of continuous functions on the interval [a, b]. The analogue of the standard norm (1.22) and its
generalisation (1.23) (thinking, intuitively, about promoting the finite sum in Eq. (1.22) to an integral)
for f 2 C([a, b] can be defined as

k f k :=

✓Z
b

a

dx |f(x)|2
◆1/2

, k f k
p

:=

✓Z
b

a

dx |f(x)|p
◆1/p

, (1.25)

for any real p � 1.

Exercise 1.12. Show that Eq. (1.25) for any real p � 1 defines a norm on C([a, b]).

Exercise 1.13. Consider the space C1([0, 1]) with norm k · k2, the monomials pk(x) = xk and the di↵er-
ential operator T = d/dx. Compute k Tpk k2/k pk k2 and use the result to show that T is not bounded.

Scalar products
A normed vector space provides a basic notion of geometry in that it assigns a “length” to each vector.
Often it is desirable to have a more comprehensive framework for geometry which also allows measuring
angles between vectors and defining the concept of orthogonality. Such a framework is provided by a
scalar product or inner product on a vector space which is defined as follows.

Definition 1.9. A real scalar product on a vector space V over F = R and a hermitian scalar product on
a vector space V over the field F = C is a map h · , · i : V ⇥ V ! F which satisfies

(S1) hv,wi = hw,vi, for a real scalar product, F = R
hv,wi = hw,vi⇤, for a hermitian scalar product, F = C

(S2) hv, ↵u + �wi = ↵hv,ui + �hv,wi
(S3) hv,vi > 0 if v 6= 0

for all vectors v,u,w 2 V and all scalars ↵, � 2 F .

A real or hermitian scalar product is also referred to as an inner product on V and a vector space V with
such a scalar product is also called an inner product (vector) space.
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Definition of a scalar product:

The norm associated to a scalar product

Note that, from property (S2), the scalar product is linear in the second argument and combining this
with (S1) implies for the first argument that

h↵v + �u,wi = ↵hv,wi + �hu,wi F = R
h↵v + �u,wi = ↵⇤hv,wi + �⇤hu,wi F = C (1.26)

Evidently, in the real case the scalar product is also linear in the first argument (and, hence, it is bi-linear).
In the complex case, it is sesqui-linear which means that, in addition to linearity in the second argument,
it is half-linear in the first argument (vector sums can be pulled out of the first argument while scalars
pull out with a complex conjugate). In the following, we will frequently write equations for the hermitian
case, F = C, keeping in mind that the analogous equations for the real case can be obtained by simply
omitting the complex conjugate.

How are inner product vector spaces and normed vector spaces related? Properties (S1) and (S3)
imply that hv,vi is always real and positive so it makes sense to try to define a norm by

k v k :=
p

hv,vi . (1.27)

As usual, it is easy to show that this satisfies properties (N1) and (N2) in Def. 1.6. To verify the triangle
inequality (N3) we recall that every scalar product satisfies the Cauchy-Schwarz inequality

|hv,wi|  k v k k w k =) k v + w k  k v k + k w k , (1.28)

from which the triangle inequality follows immediately. In conclusion, Eq. (1.27) does indeed define a
norm in the sense of Def. 1.6 and it is called the norm associated to the scalar product. Hence, any inner
product vector space is also a normed vector space.

Exercise 1.14. Show that a (real or hermitian) scalar product with associated norm (1.27) satisfies the
Cauchy-Schwarz inequality and the triangle inequality in Eq. (1.28). Also show that the norm (1.27)
satisfies the parallelogram law

k v + w k2 + k v � w k2 = 2
⇣
k v k2 + k w k2

⌘
, (1.29)

for all v,w 2 V .

Recall that two vectors v,w 2 V are called orthogonal i↵ hv,wi = 0. Also, recall that any finite set
of mutually orthogonal non-zero vectors is linearly independent.

Exercise 1.15. For an inner product vector space, show that a finite number of orthogonal non-zero
vectors are linearly independent.

For a sub vector space W ⇢ V the orthogonal complement W? is defined as

W? := {v 2 V | hv,wi = 0 for all w 2 W} . (1.30)

In other words, the orthogonal complement W? consists of all vectors which are orthogonal to the entire
space W .

Exercise 1.16. Show, for a sub vector space W ⇢ V , that W \ W? = {0}. (This means that the sum of
W and W? is direct.) For a finite-dimensional V , show that W � W? = V .
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hermiticity
linearity
positivity

symmetry



Features of inner product vector spaces
• ortho-normal basis: vectors       with  Further, a (finite or infinite) collection ✏i of vectors, where i = 1, 2, . . ., is called an ortho-normal system

i↵ h✏i, ✏ji = �ij . We know that finite-dimensional vector spaces have a basis and by applying to such a
basis the Gram-Schmidt procedure one obtains an ortho-normal basis. Hence, every finite-dimensional
inner product vector space has an ortho-normal basis. The scalar product makes it easier to work out the
coordinates of a vector v 2 V relative to an ortho-normal basis by using the formula

v =
nX

i=1

↵i ✏i () ↵i = h✏i,vi . (1.31)

Also, recall that, in terms of the coordinates relative to an ortho-normal basis, the scalar product and its
associated norm take a very simple form. For two vectors v =

P
i
↵i✏i and w =

P
j
�j✏j we have

hv,wi =
nX

i=1

↵⇤
i �i , k v k2 =

nX

i=1

|↵i|2 , (1.32)

as can be easily verified using the orthogonality relations h✏i, ✏ji = �ij . For infinite-dimensional inner
product spaces the story is more involved and will be tackled in Section 2.

It is useful to re-consider the relationship of a vector space V and its dual vector space V ⇤ in the
presence of an inner product on V . The main observation is that the inner product induces a map
ı : V ! V ⇤ defined by

ı(v)(w) := hv,wi . (1.33)

For a vector space over R this map is linear, for a vector space over C it is half-linear (meaning, as for
the first argument of hermitian scalar products, that vector sums pull through while scalars pull out with
a complex conjugation). In either case, this map is injective. For finite-dimensional V it is bijective and
provides an identification of the vector space with its dual.

Exercise 1.17. Show that the map ı : V ! V ⇤ defined in Eq. (1.33) is injective and that it is bijective
for finite-dimensional V .

The properties of the map ı in the infinite-dimensional case will be further explored later.
In physics, more specifically in the context of quantum mechanics, the existence of the map ı is

exploited for a convenient convention, referred to as Dirac notation. In Dirac notation, vectors w 2 V
and dual vectors ı(v) 2 V ⇤ are denoted as follows:

w ! |wi , ı(v) ! hv| . (1.34)

In other words, vectors in V are denoted by “ket”-vectors |wi, dual vectors in V ⇤, obtained via the map ı,
by “bra”-vectors hv| while the action of one on the other (which equals the scalar product in Eq. (1.33))
is simple obtained by combining the two to a “bra-(c)ket”, resulting in

ı(v)(w) = hv,wi = hv|wi . (1.35)

Note, there is nothing particularly profound about this notation - for the most part it simply amounts to
replacing the comma separating the two arguments of an inner product with a vertical bar.

We can ask about interesting new properties of linear maps in the presence of an inner product. First,
recall that scalar products of the form

hv, T (w)i (1.36)

for a linear map T : V ! V are also called matrix elements of T . Two maps T : V ! V and S : V ! V
are equal i↵ all their matrix elements are equal, that is, i↵ hv, T (w)i = hv, S(w)i for all v,w 2 V .
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Note that, from property (S2), the scalar product is linear in the second argument and combining this
with (S1) implies for the first argument that
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h↵v + �u,wi = ↵⇤hv,wi + �⇤hu,wi F = C (1.26)

Evidently, in the real case the scalar product is also linear in the first argument (and, hence, it is bi-linear).
In the complex case, it is sesqui-linear which means that, in addition to linearity in the second argument,
it is half-linear in the first argument (vector sums can be pulled out of the first argument while scalars
pull out with a complex conjugate). In the following, we will frequently write equations for the hermitian
case, F = C, keeping in mind that the analogous equations for the real case can be obtained by simply
omitting the complex conjugate.

How are inner product vector spaces and normed vector spaces related? Properties (S1) and (S3)
imply that hv,vi is always real and positive so it makes sense to try to define a norm by

k v k :=
p

hv,vi . (1.27)

As usual, it is easy to show that this satisfies properties (N1) and (N2) in Def. 1.6. To verify the triangle
inequality (N3) we recall that every scalar product satisfies the Cauchy-Schwarz inequality

|hv,wi|  k v k k w k =) k v + w k  k v k + k w k , (1.28)

from which the triangle inequality follows immediately. In conclusion, Eq. (1.27) does indeed define a
norm in the sense of Def. 1.6 and it is called the norm associated to the scalar product. Hence, any inner
product vector space is also a normed vector space.

Exercise 1.14. Show that a (real or hermitian) scalar product with associated norm (1.27) satisfies the
Cauchy-Schwarz inequality and the triangle inequality in Eq. (1.28). Also show that the norm (1.27)
satisfies the parallelogram law

k v + w k2 + k v � w k2 = 2
⇣
k v k2 + k w k2

⌘
, (1.29)

for all v,w 2 V .

Recall that two vectors v,w 2 V are called orthogonal i↵ hv,wi = 0. Also, recall that any finite set
of mutually orthogonal non-zero vectors is linearly independent.

Exercise 1.15. For an inner product vector space, show that a finite number of orthogonal non-zero
vectors are linearly independent.

For a sub vector space W ⇢ V the orthogonal complement W? is defined as

W? := {v 2 V | hv,wi = 0 for all w 2 W} . (1.30)

In other words, the orthogonal complement W? consists of all vectors which are orthogonal to the entire
space W .

Exercise 1.16. Show, for a sub vector space W ⇢ V , that W \ W? = {0}. (This means that the sum of
W and W? is direct.) For a finite-dimensional V , show that W � W? = V .
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nX
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w ! |wi , ı(v) ! hv| . (1.34)

In other words, vectors in V are denoted by “ket”-vectors |wi, dual vectors in V ⇤, obtained via the map ı,
by “bra”-vectors hv| while the action of one on the other (which equals the scalar product in Eq. (1.33))
is simple obtained by combining the two to a “bra-(c)ket”, resulting in

ı(v)(w) = hv,wi = hv|wi . (1.35)

Note, there is nothing particularly profound about this notation - for the most part it simply amounts to
replacing the comma separating the two arguments of an inner product with a vertical bar.

We can ask about interesting new properties of linear maps in the presence of an inner product. First,
recall that scalar products of the form

hv, T (w)i (1.36)

for a linear map T : V ! V are also called matrix elements of T . Two maps T : V ! V and S : V ! V
are equal i↵ all their matrix elements are equal, that is, i↵ hv, T (w)i = hv, S(w)i for all v,w 2 V .
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P
i
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P
j
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nX

i=1
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scalar product in terms of coordinates:

matrix describing linear map                : 

Exercise 1.18. Show that two linear maps are equal i↵ all their matrix elements are equal.

In the finite-dimensional case, the matrix A which describes a linear map T : V ! V relative to an
ortho-normal basis ✏1, . . . , ✏n is simply obtained by the matrix elements

Aij = h✏i, T (✏j)i . (1.37)

Next, we recall the definition of the adjoint linear map.

Definition 1.10. For a linear map T : V ! V on a vector space V with scalar product, an adjoint linear
map, T † : V ! V is a map satisfying

hv, Twi = hT †v,wi (1.38)

for all v,w 2 V .

If the adjoint exists, it is unique and has the following properties

(T †)† = T , (↵T + �S)† = ↵⇤T † + �⇤S† , (S � T )† = T † � S† , T�1† = T †�1
, (1.39)

provided the maps in those equations exist.

Exercise 1.19. Show that the adjoint map is unique and that it has the properties in Eq. (1.39).

For finite-dimensional inner product vector spaces we can describe both T and its adjoint T † by
matrices relative to an ortho-normal basis ✏1, . . . , ✏n. They are given by the matrix elements

Aij = h✏i, T (✏j)i , (A†)ij = h✏i, T †(✏j)i . (1.40)

where A† := AT ⇤
is the hermitian conjugate of the matrix A. Hence, at the level of matrices, the adjoint

simply corresponds to the hermitian conjugate matrix (or the transpose matrix in the real case). This
observation can also be used to show the existence of the adjoint for finite-dimensional inner product
spaces. Existence of the adjoint in the infinite-dimensional case is not so straightforward and will be
considered later.

Exercise 1.20. Show that the matrix which consists of the matrix elements of T † in Eq. (1.40) is indeed
the hermitian conjugate of the matrix given by the matrix elements of T .

Particularly important linear operators are those which can be moved from one argument of a scalar
product into the other without changing the value of the scalar product and they are called hermitian or
self-adjoint operators.

Definition 1.11. A linear operator T : V ! V on a vector space V with scalar product is called self-
adjoint (or hermitian) i↵ hv, T (w)i = hT (v),wi for all v,w 2 V .

Hence, a self-adjoint operator T : V ! V is one for which the adjoint exists and satisfies T † = T .
Recall that the commutator of two linear operators S, T is defined as

[S, T ] := S � T � T � S , (1.41)

We also say that two operators S and T commute i↵ [S, T ] = 0.
We can ask under what condition the composition S �T of two hermitian operators is again hermitian.

Using the above commutator notation, we have

(S � T )† = S � T , T † � S† = S � T , T � S = S � T , [S, T ] = 0 (1.42)
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the product rule for di↵erentiation.) Since the above commutator is non-vanishing we conclude that
Mx � i d/dx is not hermitian.

So much for a few introductory examples of how to carry out calculations for infinite-dimensional
inner product spaces. We will now collect a few more mathematical tools required for a more systematic
approach.

Eigenvectors and eigenvalues
Recall the definition of eigenvalues and eigenvectors.

Definition 1.13. For a linear map T : V ! V on a vector space V over F the number � 2 F is called
an eigenvalue of f if there is a non-zero vector v such that

T (v) = �v . (1.72)

In this case, v is called an eigenvector of f with eigenvalue �.

The eigenspace for � 2 F is defined by

EigT (�) := Ker(T � � idV ) , (1.73)

so that � is an eigenvalue i↵ EigT (�) 6= {0}. If dim(EigT (�)) = 1 the eigenvalue is called non-degenerate
(there is only one eigenvector up to re-scaling) and degenerate otherwise (there are at least two linearly
independent eigenvectors).

Let us recall the basis facts in the finite-dimensional case. The eigenvalues can be obtained by finding
the zeros of the characteristic polynomial

�T (�) := det(T � �id) . (1.74)

For each eigenvalue � the associated eigenspace is obtained by finding all solutions v 2 V to the equation
(T ��id)v = 0. The most important applications of eigenvalues and eigenvectors in the finite-dimensional
case is to diagonalising linear maps, that is, finding a basis in which the matrix describing the linear map
is diagonal. Recall that diagonalising a linear map T is possible if and only if T has a basis v1, . . . ,vn

of eigenvectors. Indeed, in this case T (vi) = �ivi and the matrix describing T relative to this basis
is diag(�1, . . . , �n). There are certain classes of linear operators which are known to have a basis of
eigenvectors and can, hence, be diagonalised. These include self-adjoint linear operators and normal
operators, that is, operators satisfying [T, T †] = 0.

Some useful statements which are well-known in the finite-dimensional case continue to hold in infinite
dimensions, such as the following

Theorem 1.24. Let V be an inner product vector space. If T : V ! V is self-adjoint then

(i) All eigenvalues of T are real.
(ii) Eigenvectors for di↵erent eigenvalues are orthogonal.

Exercise 1.25. Proof Theorem 1.24.

As an illustration of this theorem in the infinite-dimensional case, consider the space C1
p ([�⇡, ⇡]) of

infinitely many times di↵erentiable and periodic (real) functions on the interval [�⇡, ⇡]. (By periodic
functions we mean functions f with f(⇡) = f(�⇡) and f 0(⇡) = f 0(�⇡).) On this vector space, we define
the usual inner product

hf, gi :=

Z
⇡

�⇡

dx f(x)g(x) . (1.75)

A calculation analogous to the one in Eq. (1.68) (where periodicity allows discarding the boundary term)
shows that the operator d/dx is anti-hermitian and d2/dx2 is hermitian relative to this inner product.
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Parseval’s equation

Exercise 1.18. Show that two linear maps are equal i↵ all their matrix elements are equal.

In the finite-dimensional case, the matrix A which describes a linear map T : V ! V relative to an
ortho-normal basis ✏1, . . . , ✏n is simply obtained by the matrix elements

Aij = h✏i, T (✏j)i . (1.37)

Next, we recall the definition of the adjoint linear map.

Definition 1.10. For a linear map T : V ! V on a vector space V with scalar product, an adjoint linear
map, T † : V ! V is a map satisfying

hv, Twi = hT †v,wi (1.38)

for all v,w 2 V .

If the adjoint exists, it is unique and has the following properties

(T †)† = T , (↵T + �S)† = ↵⇤T † + �⇤S† , (S � T )† = T † � S† , T�1† = T †�1
, (1.39)

provided the maps in those equations exist.

Exercise 1.19. Show that the adjoint map is unique and that it has the properties in Eq. (1.39).

For finite-dimensional inner product vector spaces we can describe both T and its adjoint T † by
matrices relative to an ortho-normal basis ✏1, . . . , ✏n. They are given by the matrix elements

Aij = h✏i, T (✏j)i , (A†)ij = h✏i, T †(✏j)i . (1.40)

where A† := AT ⇤
is the hermitian conjugate of the matrix A. Hence, at the level of matrices, the adjoint

simply corresponds to the hermitian conjugate matrix (or the transpose matrix in the real case). This
observation can also be used to show the existence of the adjoint for finite-dimensional inner product
spaces. Existence of the adjoint in the infinite-dimensional case is not so straightforward and will be
considered later.

Exercise 1.20. Show that the matrix which consists of the matrix elements of T † in Eq. (1.40) is indeed
the hermitian conjugate of the matrix given by the matrix elements of T .

Particularly important linear operators are those which can be moved from one argument of a scalar
product into the other without changing the value of the scalar product and they are called hermitian or
self-adjoint operators.

Definition 1.11. A linear operator T : V ! V on a vector space V with scalar product is called self-
adjoint (or hermitian) i↵ hv, T (w)i = hT (v),wi for all v,w 2 V .

Hence, a self-adjoint operator T : V ! V is one for which the adjoint exists and satisfies T † = T .
Recall that the commutator of two linear operators S, T is defined as

[S, T ] := S � T � T � S , (1.41)

We also say that two operators S and T commute i↵ [S, T ] = 0.
We can ask under what condition the composition S �T of two hermitian operators is again hermitian.

Using the above commutator notation, we have

(S � T )† = S � T , T † � S† = S � T , T � S = S � T , [S, T ] = 0 (1.42)
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is a hermitian matrix

(observables in QM)

• unitary linear maps: linear map           withDefinition 1.12. Let V be an inner producr vector space. A linear map U : V ! V is called unitary i↵

hU(v), U(w)i = hv,wi (1.50)

for all v,w 2 V .

Unitary maps have the following important properties.

Lemma 1.1. (Properties of unitary maps) A unitary map U with adjoint U † has the following properties.

(i) Unitary maps U can also be characterized by U † � U = U � U † = idV .
(ii) Unitary maps U are invertible and U�1 = U †.
(iii) The composition of unitary maps is a unitary map.
(iv) The inverse, U †, of a unitary map U is unitary.

Exercise 1.22. Show the properties of unitary maps in Lemma 1.1.

For finite-dimensional vector spaces we know that, relative to an ortho-normal basis ✏1, . . . , ✏n, a unitary
map Û is described by a unitary matrix (orthogonal matrix in the real case). Indeed, introducing the
matrix U with matrix elements (in Dirac notation)

Uij = h✏i|Û |✏ji , (1.51)

this statement is verified by the following short calculation.
X

j

(U †)ijUjk =
X

j

h✏i|Û †| ✏jih✏j || {z }
=id

Û |✏ki = h✏i| Û †Û|{z}
=id

|✏ki = h✏i|✏ki = �ik . (1.52)

Still in the finite-dimensional case, consider two choices of ortho-normal basis (✏1, . . . , ✏n) and (✏01, . . . , ✏
0
n)

and the matrices Tij = h✏i|T̂ |✏ji and T 0
ij

= h✏0
i
|T̂ |✏0

j
i representing a linear operator T̂ with respect to either.

We have already written down the general relation between those two matrices in Eq. (1.15) but how does
this look for a change from one ortho-normal basis to another? Inserting identity operators (1.47) we find

T 0
ij = h✏0i|T̂ |✏0ji =

mX

k,l=1

h✏0i|✏kih✏k|T̂ |✏lih✏l|✏0ji = QikTklQ
⇤
jl

= (QTQ†)ij , Qij := h✏0i|✏ji (1.53)

so that T 0 = QTQ†. This result is, in fact, consistent with Eq. (1.15) since the matrix Q is unitary, so
Q† = Q�1. This can be verified immediately:

(Q†Q)ij =
nX

k=1

Q⇤
ki

Qkj =
nX

k=1

h✏0
k
|✏ii⇤h✏0k|✏ji =

nX

k=1

h✏i|✏0kih✏0k|✏ji = h✏i|✏ji = �ij . (1.54)

Using this formalism, we can also verify that Q relates coordinate vectors relative to the two choices of
basis, as stated in Eq. (1.16). From Eq. (1.48), the two coordinate vectors for a given vector |vi are given
by ↵i = h✏i|vi and ↵0

i
= h✏0

i
|vi. It follows

↵0
i = h✏0i|vi =

nX

j=1

h✏0i|✏jih✏j |vi =
nX

j=1

Qij↵j . (1.55)

Examples of inner product vector spaces
The standard finite-dimensional examples are of course Rn and Cn with scalar product defined by

hv,wi :=
nX

i=1

v⇤i wi , (1.56)
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Dirac notation
The map           defined by                is bijective, so vectors and dual

vectors can be identified. Dirac notation makes this manifest: 

Further, a (finite or infinite) collection ✏i of vectors, where i = 1, 2, . . ., is called an ortho-normal system
i↵ h✏i, ✏ji = �ij . We know that finite-dimensional vector spaces have a basis and by applying to such a
basis the Gram-Schmidt procedure one obtains an ortho-normal basis. Hence, every finite-dimensional
inner product vector space has an ortho-normal basis. The scalar product makes it easier to work out the
coordinates of a vector v 2 V relative to an ortho-normal basis by using the formula

v =
nX

i=1

↵i ✏i () ↵i = h✏i,vi . (1.31)

Also, recall that, in terms of the coordinates relative to an ortho-normal basis, the scalar product and its
associated norm take a very simple form. For two vectors v =

P
i
↵i✏i and w =

P
j
�j✏j we have

hv,wi =
nX

i=1

↵⇤
i �i , k v k2 =

nX

i=1

|↵i|2 , (1.32)

as can be easily verified using the orthogonality relations h✏i, ✏ji = �ij . For infinite-dimensional inner
product spaces the story is more involved and will be tackled in Section 2.

It is useful to re-consider the relationship of a vector space V and its dual vector space V ⇤ in the
presence of an inner product on V . The main observation is that the inner product induces a map
ı : V ! V ⇤ defined by

ı(v)(w) := hv,wi . (1.33)

For a vector space over R this map is linear, for a vector space over C it is half-linear (meaning, as for
the first argument of hermitian scalar products, that vector sums pull through while scalars pull out with
a complex conjugation). In either case, this map is injective. For finite-dimensional V it is bijective and
provides an identification of the vector space with its dual.

Exercise 1.17. Show that the map ı : V ! V ⇤ defined in Eq. (1.33) is injective and that it is bijective
for finite-dimensional V .

The properties of the map ı in the infinite-dimensional case will be further explored later.
In physics, more specifically in the context of quantum mechanics, the existence of the map ı is

exploited for a convenient convention, referred to as Dirac notation. In Dirac notation, vectors w 2 V
and dual vectors ı(v) 2 V ⇤ are denoted as follows:

w ! |wi , ı(v) ! hv| . (1.34)

In other words, vectors in V are denoted by “ket”-vectors |wi, dual vectors in V ⇤, obtained via the map ı,
by “bra”-vectors hv| while the action of one on the other (which equals the scalar product in Eq. (1.33))
is simple obtained by combining the two to a “bra-(c)ket”, resulting in

ı(v)(w) = hv,wi = hv|wi . (1.35)

Note, there is nothing particularly profound about this notation - for the most part it simply amounts to
replacing the comma separating the two arguments of an inner product with a vertical bar.

We can ask about interesting new properties of linear maps in the presence of an inner product. First,
recall that scalar products of the form

hv, T (w)i (1.36)

for a linear map T : V ! V are also called matrix elements of T . Two maps T : V ! V and S : V ! V
are equal i↵ all their matrix elements are equal, that is, i↵ hv, T (w)i = hv, S(w)i for all v,w 2 V .
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where S = S† and T = T † has been used for the second equivalence. In conclusion, the composition of
two hermitian operators is hermitian if and only if the operators commute. For a complex inner product
vector space, it is also worth noting that, from Eq. (1.39), an anti-hermitian operator, that is an operator
T satisfying T † = �T , can be turned into a hermitian one (and vice versa) by multiplying with ±i, so

T † = �T () (±iT )† = ±iT . (1.43)

Also note that every linear operator T : V ! V with an adjoint T † can be written as a (unique) sum of a
hermitian and an anti-hermitian operator. Indeed, defining T± = 1

2(T ± T †) we have T = T+ + T� while
T+ is hermitian and T� is anti-hermitian.

In the context of Dirac notation, the matrix elements of an operator T are denoted by

hv|T |wi := hv, T (w)i . (1.44)

In this way, the matrix element of the operator is obtained by including it between a bra and a ket vector.
This symmetric notation is particularly useful for hermitian operators since they can be thought of as
acting on either one of the scalar product’s arguments. For non-hermitian operators or for the purpose of
proving that an operator is hermitian the Dirac notation is less helpful and it is sometimes better to use
the mathematical notation, as on the RHS of Eq. (1.44). Relative to an ortho-normal basis ✏1, . . . , ✏n of
a finite-dimensional inner product space V a self-adjoint linear operator T : V ! V is described by the
matrix with entries (in Dirac notation)

Tij = h✏i|T |✏ji . (1.45)

In terms of these matrix elements, T can also be written as

T =
nX

k,l=1

Tkl|✏kih✏l| . (1.46)

This can be easily verified by taking the matrix elements with h✏i| and |✏ji of this equation and by using
h✏i|✏ki = �ik. (Formally, Eq. (1.46) exploits the identification Hom(V, V ) ⇠= V ⌦ V ⇤.) In particular the
identity operator id with matrix elements �ij can be written as

id =
nX

i=1

|✏iih✏i| . (1.47)

Exercise 1.21. By acting on an arbitrary vector, verify explicitly that the RHS of Eq. (1.47) is indeed
the identity operator.

Dirac notation can be quite intuitive as can be demonstrated by re-writing some of our earlier equations.
For example, writing the relation (1.31) for the coordinates relative to an orth-normal basis in Dirac
notation leads to

|vi =
nX

i=1

|✏iih✏i|vi . (1.48)

Evidently, this can now be derived by inserting the identity operator in the form (1.47). Similarly, the
expressions (1.32) for the scalar product and the norm in Dirac notation

hv|wi =
nX

i=1

hv|✏iih✏i|wi , k |vi k2 = hv|vi =
nX

i=1

hv|✏iih✏i|vi (1.49)

are easily seen to follow by inserting the identity operator (1.47).

Another important class of specific linear maps on an inner product vector space are unitary maps which
are precisely those maps which leave the value of the inner product unchanged in the sense of the following
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Exercise 1.18. Show that two linear maps are equal i↵ all their matrix elements are equal.

In the finite-dimensional case, the matrix A which describes a linear map T : V ! V relative to an
ortho-normal basis ✏1, . . . , ✏n is simply obtained by the matrix elements

Aij = h✏i, T (✏j)i . (1.37)

Next, we recall the definition of the adjoint linear map.

Definition 1.10. For a linear map T : V ! V on a vector space V with scalar product, an adjoint linear
map, T † : V ! V is a map satisfying

hv, Twi = hT †v,wi (1.38)

for all v,w 2 V .

If the adjoint exists, it is unique and has the following properties

(T †)† = T , (↵T + �S)† = ↵⇤T † + �⇤S† , (S � T )† = T † � S† , T�1† = T †�1
, (1.39)

provided the maps in those equations exist.

Exercise 1.19. Show that the adjoint map is unique and that it has the properties in Eq. (1.39).

For finite-dimensional inner product vector spaces we can describe both T and its adjoint T † by
matrices relative to an ortho-normal basis ✏1, . . . , ✏n. They are given by the matrix elements

Aij = h✏i, T (✏j)i , (A†)ij = h✏i, T †(✏j)i . (1.40)

where A† := AT ⇤
is the hermitian conjugate of the matrix A. Hence, at the level of matrices, the adjoint

simply corresponds to the hermitian conjugate matrix (or the transpose matrix in the real case). This
observation can also be used to show the existence of the adjoint for finite-dimensional inner product
spaces. Existence of the adjoint in the infinite-dimensional case is not so straightforward and will be
considered later.

Exercise 1.20. Show that the matrix which consists of the matrix elements of T † in Eq. (1.40) is indeed
the hermitian conjugate of the matrix given by the matrix elements of T .

Particularly important linear operators are those which can be moved from one argument of a scalar
product into the other without changing the value of the scalar product and they are called hermitian or
self-adjoint operators.

Definition 1.11. A linear operator T : V ! V on a vector space V with scalar product is called self-
adjoint (or hermitian) i↵ hv, T (w)i = hT (v),wi for all v,w 2 V .

Hence, a self-adjoint operator T : V ! V is one for which the adjoint exists and satisfies T † = T .
Recall that the commutator of two linear operators S, T is defined as

[S, T ] := S � T � T � S , (1.41)

We also say that two operators S and T commute i↵ [S, T ] = 0.
We can ask under what condition the composition S �T of two hermitian operators is again hermitian.

Using the above commutator notation, we have

(S � T )† = S � T , T † � S† = S � T , T � S = S � T , [S, T ] = 0 (1.42)
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where S = S† and T = T † has been used for the second equivalence. In conclusion, the composition of
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In Hilbert space with ortho-normal basis finite-dimensional expressions

generalise to infinite dimensions.



Examples of inner product vector spaces

Definition 1.12. Let V be an inner producr vector space. A linear map U : V ! V is called unitary i↵

hU(v), U(w)i = hv,wi (1.50)

for all v,w 2 V .

Unitary maps have the following important properties.

Lemma 1.1. (Properties of unitary maps) A unitary map U with adjoint U † has the following properties.

(i) Unitary maps U can also be characterized by U † � U = U � U † = idV .
(ii) Unitary maps U are invertible and U�1 = U †.
(iii) The composition of unitary maps is a unitary map.
(iv) The inverse, U †, of a unitary map U is unitary.

Exercise 1.22. Show the properties of unitary maps in Lemma 1.1.

For finite-dimensional vector spaces we know that, relative to an ortho-normal basis ✏1, . . . , ✏n, a unitary
map Û is described by a unitary matrix (orthogonal matrix in the real case). Indeed, introducing the
matrix U with matrix elements (in Dirac notation)

Uij = h✏i|Û |✏ji , (1.51)

this statement is verified by the following short calculation.
X

j

(U †)ijUjk =
X

j

h✏i|Û †| ✏jih✏j || {z }
=id

Û |✏ki = h✏i| Û †Û|{z}
=id

|✏ki = h✏i|✏ki = �ik . (1.52)

Still in the finite-dimensional case, consider two choices of ortho-normal basis (✏1, . . . , ✏n) and (✏01, . . . , ✏
0
n)

and the matrices Tij = h✏i|T̂ |✏ji and T 0
ij

= h✏0
i
|T̂ |✏0

j
i representing a linear operator T̂ with respect to either.

We have already written down the general relation between those two matrices in Eq. (1.15) but how does
this look for a change from one ortho-normal basis to another? Inserting identity operators (1.47) we find

T 0
ij = h✏0i|T̂ |✏0ji =

mX

k,l=1

h✏0i|✏kih✏k|T̂ |✏lih✏l|✏0ji = QikTklQ
⇤
jl

= (QTQ†)ij , Qij := h✏0i|✏ji (1.53)

so that T 0 = QTQ†. This result is, in fact, consistent with Eq. (1.15) since the matrix Q is unitary, so
Q† = Q�1. This can be verified immediately:

(Q†Q)ij =
nX

k=1

Q⇤
ki

Qkj =
nX

k=1

h✏0
k
|✏ii⇤h✏0k|✏ji =

nX

k=1

h✏i|✏0kih✏0k|✏ji = h✏i|✏ji = �ij . (1.54)

Using this formalism, we can also verify that Q relates coordinate vectors relative to the two choices of
basis, as stated in Eq. (1.16). From Eq. (1.48), the two coordinate vectors for a given vector |vi are given
by ↵i = h✏i|vi and ↵0

i
= h✏0

i
|vi. It follows

↵0
i = h✏0i|vi =

nX

j=1

h✏0i|✏jih✏j |vi =
nX

j=1

Qij↵j . (1.55)

Examples of inner product vector spaces
The standard finite-dimensional examples are of course Rn and Cn with scalar product defined by

hv,wi :=
nX

i=1

v⇤i wi , (1.56)
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for vectors v = (v1, . . . , vn)T and w = (w1, . . . , wn)T . (We have followed the convention, mentioned above,
of writing the equations for the complex case. For the real case, simply drop the complex conjugation.)
The norm associated to this scalar product is of course the one given in Eq. (1.22). Linear maps are
described by n ⇥ n matrices and the adjoint of a matrix A, relative to the inner product (1.56), is given
by the hermitian conjugate A†. For the complex case, unitary linear maps are given by unitary matrices,
that is matrices U satisfying

U †U = n . (1.57)

For the real case, unitary linear maps, relative to the inner product (1.56), are given by orthogonal
matrices, that is matrices A satisfying

ATA = n . (1.58)

Both are important classes of matrices which we will return to in our discussion of symmetries in Section 9.
For an infinite-dimensional example, we begin with the space C[a, b] of continuous (complex-valued)

functions on the interval [a, b], equipped with the scalar product

hf, gi :=

Z
b

a

dx f(x)⇤g(x) , (1.59)

for f, g 2 C[a, b].

Exercise 1.23. Verify that Eq. (1.59) defines a scalar product on C[a, b]. (Hint: Check the conditions in
Def. 1.9).

The norm associated to this scalar product is given by the first equation (1.25). Consider the linear
operator Mp, defined in Eq. (1.20), which acts by multiplication with the function p. What is the adjoint
of Mp? The short calculation

hf, Mp(g)i =

Z
b

a

dx f(x)⇤(p(x)g(x)) =

Z
b

a

(p(x)⇤f(x))⇤g(x) = hMp⇤(f), gi (1.60)

shows that
M †

p = Mp⇤ , (1.61)

so the adjoint operator corresponds to multiplication with the complex conjugate function p⇤. If p is
real-valued so that p = p⇤ then Mp is a hermitian operator. From the definition of the multiplication
operator it is clear that

Mp � Mq = Mpq , M1 = id (1.62)

for two functions p and q. Eqs. (1.61) and (1.62) can be used to construct unitary multiplication operators.
For a real-valued function u we have

M †
eiu

� Meiu = Me�iu � Meiu = M1 = id , (1.63)

so that multiplication with a complex phase eiu(x) (where u is a real-valued function) is a unitary operator.
This can also be verified directly from the scalar product:

hMeiu(f), Meiu(g)i =

Z
b

a

dx
⇣
eiu(x)f(x)

⌘⇤ ⇣
eiu(x)g(x)

⌘
=

Z
b

a

f(x)⇤g(x) = hf, gi . (1.64)

For another example of a unitary map, let us restrict to the space Cc(R) of complex-valued functions
on the real line with compact support, still with the scalar product (1.59), but setting a = �1 and b = 1.
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For the real case, unitary linear maps, relative to the inner product (1.56), are given by orthogonal
matrices, that is matrices A satisfying
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Both are important classes of matrices which we will return to in our discussion of symmetries in Section 9.
For an infinite-dimensional example, we begin with the space C[a, b] of continuous (complex-valued)
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- translation operator                         . Its adjoint is             since 

(The compact support property is to avoid issues with the finiteness of the integral - we will deal with
this in more generality later.) On this space define the “translation operator” Ta : Cc(R) ! Cc(R) by

Ta(f)(x) := f(x � a) , (1.65)

for any fixed a 2 R. Evidently, this operator “shifts” the graph of the function by an amount of a along
the x-axis. Let us work out the e↵ect of this operator on the scalar product. To find the adjoint of Ta we
calculate

hf, Ta(g)i =

Z 1

�1
dx f(x)⇤g(x � a)

y=x�az}|{
=

Z 1

�1
dy f(y + a)⇤g(y) = hT�a(f), gi , (1.66)

so that T †
a = T�a, that is, the adjoint is given by the shift in the opposite direction. To check unitarity

we work out

hTa(f), Ta(g)i =

Z 1

�1
dx f(x � a)⇤g(x � a)

y=x�az}|{
=

Z 1

�1
dy f(y)⇤g(y) = hf, gi . (1.67)

and conclude that Ta is indeed unitary. Alternatively, we can check the unitarity condition T †
a � Ta =

T�a � Ta = id which works out as expected since combining shifts by a and �a amounts to the identity
operation.

To consider di↵erential operators we restrict further to the inner product space C1
c (R) of complex-

valued, infinitely times di↵erentiable functions with compact support, still with scalar product defined by
Eq. (1.59), setting a = �1 and b = 1. What is the adjoint of the di↵erential operator D = d/dx? The
short calculation

hf, D(g)i =

Z 1

�1
dx f(x)⇤g0(x) = [f(x)⇤g(x)]1�1| {z }

=0

�
Z 1

�1
dx f 0(x)⇤g(x) = h�D(f), gi (1.68)

(where the boundary term vanishes since the functions have compact support) shows that

✓
d

dx

◆†
= � d

dx
, (1.69)

so d/dx is anti-hermitian. As discussed earlier, for a complex inner product space, we can turn this into
a hermitian operator by multiplying with ±i, so that

✓
±i

d

dx

◆†
= ±i

d

dx
. (1.70)

Another lesson from the above computation is that, for scalar products defined by integrals, the property
of being hermitian can depend on boundary conditions satisfied by the functions in the relevant function
vector space. In the case of Eq. (1.68) we were able to reach a conclusion because the boundary term
could be discarded due to the compact support property of the functions.

What about the composite operator Mx � i d/dx? We know that the composition of two hermitian
operators is hermitian i↵ the two operators commute so let us work out the commutator (writing, for
simplicity, Mx as x) 

i
d

dx
, x

�
= i

d

dx
� x � x � i

d

dx
= i + ix

d

dx
� ix

d

dx
= i . (1.71)

(If the above computation looks confusing remember we are dealing with operators, so think of the entire
equation above as acting on a function f . The second step in the calculation then amounts to using
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Another lesson from the above computation is that, for scalar products defined by integrals, the property
of being hermitian can depend on boundary conditions satisfied by the functions in the relevant function
vector space. In the case of Eq. (1.68) we were able to reach a conclusion because the boundary term
could be discarded due to the compact support property of the functions.
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- the differential operator             has adjoint                  ,                         since 

(assuming functions vanish at boundaries)



What is a Hilbert space?
  Maths answer: An inner product vector space which is complete.

Physics answer: The arena for quantum mechanics.

Complete means that every Cauchy sequence converges.
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converges to

Definition 1.14. (Convergence of a sequence) A sequence (vi)1i=1 in a normed vector space V converges
to a vector v 2 V if, for every ✏ > 0, there exists a positive integer k such that vi 2 B✏(v) for all i > k.
In this case, we write limi!1 vi = v.

Note that, while this definition might sound somewhat convoluted, it actually captures the intuitive idea
of convergence. It says that the sequence converges to v if, for every small deviation ✏ > 0, there is always
a “tail”, su�ciently far out, which is entirely contained within the ball of radius ✏ around v. (See Fig. 1.)

There is a related, but somewhat weaker notion of convergence which avoids talking about the vector
the sequence converges to. Sequences which converge in this weaker sense are called Cauchy sequences
and are defined as follows.

Definition 1.15. (Cauchy sequence) A sequence (vi)1i=1 in a normed vector space V is called a Cauchy
sequence if, for every ✏ > 0, there exist a positive integer k such that vi �vj 2 B✏(0) for all i, j > k. (See
Fig. 1.)

In other words, a sequence is a Cauchy sequence if for every small ✏ > 0 there is a “tail”, su�ciently far
out, such that the norm between each two vectors in the tail is less than ✏. The notions of convergentx
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Figure 1: Convergence of a sequence (vk) to a limit v (left) and Cauchy convergence (right).

sequence and Cauchy sequence lead to analogous notions for a series
P1

i=1 vi, which can be defined by
focusing on its partial sums.

Definition 1.16. A series
P1

i=1 vi is called convergent to a vector v (is called a Cauchy series) i↵ the

associated sequence of partial sums (sk)1k=1, where sk =
P

k

i=1 vi, converges to the vector v (is a Cauchy
sequence).

Exercise 1.30. Show that every convergent sequence in a normed vector space is also a Cauchy sequence.
(Hint: Use the triangle inequality.)

For a series there is also a stronger version of convergence, called absolute convergence.

Definition 1.17. A series
P1

i=1 vi is called absolutely convergent if
P1

i=1 k vi k converges (as a series
over the real numbers).

Exercise 1.31. Show that an absolutely convergent series is a Cauchy series.
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Figure 1: Convergence of a sequence (vk) to a limit v (left) and Cauchy convergence (right).

sequence and Cauchy sequence lead to analogous notions for a series
P1

i=1 vi, which can be defined by
focusing on its partial sums.

Definition 1.16. A series
P1

i=1 vi is called convergent to a vector v (is called a Cauchy series) i↵ the

associated sequence of partial sums (sk)1k=1, where sk =
P

k

i=1 vi, converges to the vector v (is a Cauchy
sequence).

Exercise 1.30. Show that every convergent sequence in a normed vector space is also a Cauchy sequence.
(Hint: Use the triangle inequality.)

For a series there is also a stronger version of convergence, called absolute convergence.

Definition 1.17. A series
P1

i=1 vi is called absolutely convergent if
P1

i=1 k vi k converges (as a series
over the real numbers).

Exercise 1.31. Show that an absolutely convergent series is a Cauchy series.
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Hilbert space has an ortho-normal basis iff it is separable 

-> previous formulae generalise . . .

Hilbert space which appear in practice are separable . . .



Examples of Hilbert spaces

Definition 2.2. An inner product vector space H is called a Hilbert space if it is complete (relative to the
norm associated to the scalar product).

We know that the Banach spaces given in the previous sub-section can be equipped with a scalar product
when p = 2 and this provides us with examples of Hilbert spaces.

Examples of Hilbert spaces

• The inner product vector spaces Rn and Cn with inner product (1.56) are complete (since they are
Banach spaces relative to the norm associated to this scalar product) and they are, hence, Hilbert
spaces. We know that any finite-dimensional inner product vector space over the field R (over the
field C) is isomorphic to Rn (or Cn) by mapping a vector to its coordinate vector relative to some
chosen basis. If we choose an ortho-normal basis we know from Eq. (1.32) that, in terms of the
coordinates, the scalar product can be expressed in terms of the standard scalar product on Rn or
Cn. Together, these facts imply that any finite-dimensional inner product vector space over R or C
is a Hilbert space.

• For the measure set (X, ⌃, µ), the space L2(X), defined in Eq. (1.90) is an inner product vector
space with inner product given by Eq.(1.92). We already know that this is a Banach space (relative
to the norm associated to the scalar product), so L2(X) is complete and, hence, a Hilbert space.

• Associated to the measure space (N, ⌃c, µc) with counting measure µc we have the space `2 of all

sequences (xi)1i=1 in R (or C) with
�P1

i=1 |xi|2
�1/2

finite. An inner product on this space is given by
Eq. (1.97). Since `2 is a Banach space it is complete and is, hence, also a Hilbert space.

• For a Lebesgue measure space (U, ⌃L(U), µL), where U ⇢ Rn is a Lebesgue measurable set, we
have defined the space L2(U) which consists of measurable functions f : U ! R (or f : U ! C)

with
�R

U
dx |f(x)|2

�1/2
finite. This is an inner product vector space with inner product given by

Eq. (1.101). Following the same logic as before, L2(U) is a Banach space and it is, hence, complete
and a Hilbert space. This space is also called the Hilbert space of square integrable functions on U .
We will sometimes write L2

R(U) or L2
C(U) to indicate whether we are talking about real or complex

valued functions.

• There is a useful generalisation of the previous example which we will need later. On an interval
[a, b] ⇢ R introduce an everywhere positive, integrable function w : [a, b] ! R>0, called the weight
function, and define the space L2

w([a, b]) as the space of measurable functions f : [a, b] ! R with⇣R
[a,b] dx w(x)|f(x)|2

⌘1/2
finite. We can introduce

hf, gi :=

Z

[a,b]
dx w(x)f(x)⇤g(x) . (2.1)

With the usual identification of functions, as in Eq. (1.88), this leads to a Hilbert space, called
L2
w([a, b]), with scalar product (2.1).

Orthogonal basis
We have seen that an ortho-normal basis for a finite-dimensional Hilbert space is really the most convenient
tool to carry out calculations. We should now discuss the concept of ortho-normal basis for infinite-
dimensional Hilbert spaces. One question we need to address first is what happens when we take a limit
inside one of the arguments of the scalar product.

Lemma 2.1. For a convergent sequence (vi)1i=1 in a Hilbert space H and any vector w 2 H we have
limi!1hw,vii = hw, limi!1 vii. A similar statement applies to the first argument of the scalar product.
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•    and    with standard scalar product  
(the latter for finite-dimensional quantum systems)

• general construction: measure set           ->  
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field C) is isomorphic to Rn (or Cn) by mapping a vector to its coordinate vector relative to some
chosen basis. If we choose an ortho-normal basis we know from Eq. (1.32) that, in terms of the
coordinates, the scalar product can be expressed in terms of the standard scalar product on Rn or
Cn. Together, these facts imply that any finite-dimensional inner product vector space over R or C
is a Hilbert space.

• For the measure set (X, ⌃, µ), the space L2(X), defined in Eq. (1.90) is an inner product vector
space with inner product given by Eq.(1.92). We already know that this is a Banach space (relative
to the norm associated to the scalar product), so L2(X) is complete and, hence, a Hilbert space.

• Associated to the measure space (N, ⌃c, µc) with counting measure µc we have the space `2 of all

sequences (xi)1i=1 in R (or C) with
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finite. An inner product on this space is given by
Eq. (1.97). Since `2 is a Banach space it is complete and is, hence, also a Hilbert space.

• For a Lebesgue measure space (U, ⌃L(U), µL), where U ⇢ Rn is a Lebesgue measurable set, we
have defined the space L2(U) which consists of measurable functions f : U ! R (or f : U ! C)

with
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finite. This is an inner product vector space with inner product given by

Eq. (1.101). Following the same logic as before, L2(U) is a Banach space and it is, hence, complete
and a Hilbert space. This space is also called the Hilbert space of square integrable functions on U .
We will sometimes write L2

R(U) or L2
C(U) to indicate whether we are talking about real or complex

valued functions.

• There is a useful generalisation of the previous example which we will need later. On an interval
[a, b] ⇢ R introduce an everywhere positive, integrable function w : [a, b] ! R>0, called the weight
function, and define the space L2

w([a, b]) as the space of measurable functions f : [a, b] ! R with⇣R
[a,b] dx w(x)|f(x)|2

⌘1/2
finite. We can introduce

hf, gi :=
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[a,b]
dx w(x)f(x)⇤g(x) . (2.1)

With the usual identification of functions, as in Eq. (1.88), this leads to a Hilbert space, called
L2
w([a, b]), with scalar product (2.1).

Orthogonal basis
We have seen that an ortho-normal basis for a finite-dimensional Hilbert space is really the most convenient
tool to carry out calculations. We should now discuss the concept of ortho-normal basis for infinite-
dimensional Hilbert spaces. One question we need to address first is what happens when we take a limit
inside one of the arguments of the scalar product.

Lemma 2.1. For a convergent sequence (vi)1i=1 in a Hilbert space H and any vector w 2 H we have
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(quantum mechanics in ``matrix mechanics” formulation)

Recall that X is still an arbitrary set so the above construction of measure sets and integrals is very gen-
eral. Especially, the statement (1.40) about completeness is quite powerful. It says that the spaces Lp(X)
behave nicely in terms of convergence properties - every Cauchy series converges. This is quite di↵erent
from what we have seen for the Riemann integral. We should now exploit this general construction by
discussing a number of examples.

Examples of measure spaces
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theory is formed by the Kolmogorov axioms which are given in the following definition.

Definition 1.28. (Kolmogorov axioms of probability) Let ⌦ be a set, ⌃ a �-algebra on ⌦ and p : ⌃ ! R
a function. The triplet (⌦, ⌃, p) is called a probability space if the following holds.
(K1) p(E) � 0 for all E 2 ⌃
(K2) p(⌦) = 1
(K3) For Ei 2 ⌃, where i = 1, 2, · · · , and the Ei mutually disjoint we have

p

 1[

i=1

Ei

!
=

1X

i=1

p(Ei) . (1.93)

In this case, ⌦ is called the sample space, ⌃ the event space and p the probability measure.

Comparing this definition with Def. 1.25 shows that a probability space (⌦, ⌃, p) is, in fact, a particular
measure space with a few additional properties for p, in order to make it a suitable measure for proba-
bility. (The condition (M1) in Def. 1.25, µ({}) = 0, can be deduced from the Kolmogorov axioms.) The
measurable functions f : ⌦ ! R on this space are also called random variables and the integral

E[f ] :=

Z

⌦
f dp (1.94)

is called the expectation value of the random variable f .

Counting measure: Choose X = N to be the natural numbers, ⌃c to be all subsets of N and for a set
S 2 ⌃c define the measure µc(S) as the number of elements of S (with 1 permitted). Then, (N, ⌃c, µc)
is a measure space and µc is called the counting measure on N. The functions f : N ! R on this space
can be identified with the sequences (xi)1i=1 (where xi = f(i � 1)) and the integrable “functions” are
those with

P1
i=1 |xi| < 1 while the integral is simply the series

P1
i=1 xi. Specialising from the general

construction (1.90), we can define the spaces `p := Lp(N) which are explicitly given by

`p =

8
<

:(xi)
1
i=1 |

 1X

i=1

|xi|p
!1/p

< 1

9
=

; , (1.95)

which are normed vector spaces with norm

k (xi) k
p

=

 1X

i=1

|xi|p
!1/p

. (1.96)

Recall that we know from Theorem 1.40 that the spaces `p are complete, relative to this norm. The space
`2 is an inner product space with scalar product

h(xi), (yi)i =
1X

i=1

x̄iyi . (1.97)
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Eq. (1.97). Since `2 is a Banach space it is complete and is, hence, also a Hilbert space.
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Eq. (1.101). Following the same logic as before, L2(U) is a Banach space and it is, hence, complete
and a Hilbert space. This space is also called the Hilbert space of square integrable functions on U .
We will sometimes write L2

R(U) or L2
C(U) to indicate whether we are talking about real or complex

valued functions.

• There is a useful generalisation of the previous example which we will need later. On an interval
[a, b] ⇢ R introduce an everywhere positive, integrable function w : [a, b] ! R>0, called the weight
function, and define the space L2

w([a, b]) as the space of measurable functions f : [a, b] ! R with⇣R
[a,b] dx w(x)|f(x)|2

⌘1/2
finite. We can introduce

hf, gi :=
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[a,b]
dx w(x)f(x)⇤g(x) . (2.1)

With the usual identification of functions, as in Eq. (1.88), this leads to a Hilbert space, called
L2
w([a, b]), with scalar product (2.1).

Orthogonal basis
We have seen that an ortho-normal basis for a finite-dimensional Hilbert space is really the most convenient
tool to carry out calculations. We should now discuss the concept of ortho-normal basis for infinite-
dimensional Hilbert spaces. One question we need to address first is what happens when we take a limit
inside one of the arguments of the scalar product.

Lemma 2.1. For a convergent sequence (vi)1i=1 in a Hilbert space H and any vector w 2 H we have
limi!1hw,vii = hw, limi!1 vii. A similar statement applies to the first argument of the scalar product.
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We have seen that an ortho-normal basis for a finite-dimensional Hilbert space is really the most convenient
tool to carry out calculations. We should now discuss the concept of ortho-normal basis for infinite-
dimensional Hilbert spaces. One question we need to address first is what happens when we take a limit
inside one of the arguments of the scalar product.

Lemma 2.1. For a convergent sequence (vi)1i=1 in a Hilbert space H and any vector w 2 H we have
limi!1hw,vii = hw, limi!1 vii. A similar statement applies to the first argument of the scalar product.

32

Definition 2.2. An inner product vector space H is called a Hilbert space if it is complete (relative to the
norm associated to the scalar product).

We know that the Banach spaces given in the previous sub-section can be equipped with a scalar product
when p = 2 and this provides us with examples of Hilbert spaces.

Examples of Hilbert spaces

• The inner product vector spaces Rn and Cn with inner product (1.56) are complete (since they are
Banach spaces relative to the norm associated to this scalar product) and they are, hence, Hilbert
spaces. We know that any finite-dimensional inner product vector space over the field R (over the
field C) is isomorphic to Rn (or Cn) by mapping a vector to its coordinate vector relative to some
chosen basis. If we choose an ortho-normal basis we know from Eq. (1.32) that, in terms of the
coordinates, the scalar product can be expressed in terms of the standard scalar product on Rn or
Cn. Together, these facts imply that any finite-dimensional inner product vector space over R or C
is a Hilbert space.

• For the measure set (X, ⌃, µ), the space L2(X), defined in Eq. (1.90) is an inner product vector
space with inner product given by Eq.(1.92). We already know that this is a Banach space (relative
to the norm associated to the scalar product), so L2(X) is complete and, hence, a Hilbert space.

• Associated to the measure space (N, ⌃c, µc) with counting measure µc we have the space `2 of all

sequences (xi)1i=1 in R (or C) with
�P1

i=1 |xi|2
�1/2

finite. An inner product on this space is given by
Eq. (1.97). Since `2 is a Banach space it is complete and is, hence, also a Hilbert space.

• For a Lebesgue measure space (U, ⌃L(U), µL), where U ⇢ Rn is a Lebesgue measurable set, we
have defined the space L2(U) which consists of measurable functions f : U ! R (or f : U ! C)

with
�R

U
dx |f(x)|2

�1/2
finite. This is an inner product vector space with inner product given by

Eq. (1.101). Following the same logic as before, L2(U) is a Banach space and it is, hence, complete
and a Hilbert space. This space is also called the Hilbert space of square integrable functions on U .
We will sometimes write L2

R(U) or L2
C(U) to indicate whether we are talking about real or complex

valued functions.

• There is a useful generalisation of the previous example which we will need later. On an interval
[a, b] ⇢ R introduce an everywhere positive, integrable function w : [a, b] ! R>0, called the weight
function, and define the space L2

w([a, b]) as the space of measurable functions f : [a, b] ! R with⇣R
[a,b] dx w(x)|f(x)|2

⌘1/2
finite. We can introduce

hf, gi :=

Z

[a,b]
dx w(x)f(x)⇤g(x) . (2.1)

With the usual identification of functions, as in Eq. (1.88), this leads to a Hilbert space, called
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chosen basis. If we choose an ortho-normal basis we know from Eq. (1.32) that, in terms of the
coordinates, the scalar product can be expressed in terms of the standard scalar product on Rn or
Cn. Together, these facts imply that any finite-dimensional inner product vector space over R or C
is a Hilbert space.

• For the measure set (X, ⌃, µ), the space L2(X), defined in Eq. (1.90) is an inner product vector
space with inner product given by Eq.(1.92). We already know that this is a Banach space (relative
to the norm associated to the scalar product), so L2(X) is complete and, hence, a Hilbert space.

• Associated to the measure space (N, ⌃c, µc) with counting measure µc we have the space `2 of all

sequences (xi)1i=1 in R (or C) with
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i=1 |xi|2
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finite. An inner product on this space is given by
Eq. (1.97). Since `2 is a Banach space it is complete and is, hence, also a Hilbert space.

• For a Lebesgue measure space (U, ⌃L(U), µL), where U ⇢ Rn is a Lebesgue measurable set, we
have defined the space L2(U) which consists of measurable functions f : U ! R (or f : U ! C)

with
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finite. This is an inner product vector space with inner product given by

Eq. (1.101). Following the same logic as before, L2(U) is a Banach space and it is, hence, complete
and a Hilbert space. This space is also called the Hilbert space of square integrable functions on U .
We will sometimes write L2

R(U) or L2
C(U) to indicate whether we are talking about real or complex

valued functions.

• There is a useful generalisation of the previous example which we will need later. On an interval
[a, b] ⇢ R introduce an everywhere positive, integrable function w : [a, b] ! R>0, called the weight
function, and define the space L2
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⌘1/2
finite. We can introduce

hf, gi :=

Z

[a,b]
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With the usual identification of functions, as in Eq. (1.88), this leads to a Hilbert space, called
L2
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Orthogonal basis
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Lebesgue measure: The Lebesgue measure provides a measure on R (and, more generally, on Rn) but
constructing it takes some e↵ort and time. Instead we take a short-cut and simply state the following
theorem.

Definition 1.29. There is a �-algebra ⌃L on R and a measure µL on ⌃L, called the Lebesgue measure,
with the following properties.

(L1) All intervals [a, b] 2 ⌃L.
(L2) µL([a, b]) = b � a
(L3) The sets S of measure zero in ⌃L are characterised as follows. For any ✏ > 0 there are intervals
[ai, bi], where i = 1, 2, · · · , such that S ⇢

S1
i=1[ai, bi] and

P1
i=1(bi � ai) < ✏.

The measure space (R, ⌃L, µL) is uniquely characterised by these properties.

Note that the Lebesgue measure leads to non-trivial sets with measure zero. For example, any finite set
of points in R has measure zero.

Exercise 1.43. Show that any finite set of points and any sequence (xi)1i=1 in R have measure zero with
respect to the Lebesgue measure µL.

The above Lebesgue measure has been defined in R and, hence, measures length but it can be suitably
generalised to R2 to measure areas, to R3 to measure volumes and to Rn to measure generalised volumes in
n dimensions. This means we have measure spaces (Rn, ⌃L, µL). Of course, this induces measure spaces on
subsets U ⇢ Rn as long as U 2 ⌃L by simply defining the restricted �-algebra ⌃L(U) = {S 2 ⌃L |, S ⇢ U}
and in this way we have measure spaces (U, ⌃L(U), µL).

The integral associated with the measure space (Rn, ⌃L, µL) (or, more generally, with the measure
space (U, ⌃L(U), µL)) is called the Lebesgue integral and it is written as

Z

U

dx f(x) . (1.98)

The Lebesgue-integrable functions are those for which
R
U

dx |f(x)| is finite and following the general
construction, we can define the spaces

Lp(U) =

(
f |

✓Z

U

dx |f(x)|p
◆1/p

< 1
)

. (1.99)

The associated spaces Lp(U), obtained after the identification (1.88) of functions which only di↵er on sets
of measure zero, are complete normed vector spaces with norm

k f k
p

=

✓Z

U

dx |f(x)|p
◆1/p

. (1.100)

The space L2(U) is an inner product vector space with inner product

hf, gi =

Z

U

dx f(x)⇤g(x) . (1.101)

As for the relation between the Riemann and the Lebesgue integrals we have

Theorem 1.44. Every Riemann-integrable function is Lebesgue integrable and for such functions the two
integrals are equal.

Proof. For the proof see, for example, Ref. [10].
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scalar product:

(quantum mechanics in ``wave function” formulation)



Fourier analysis



(a) Fourier series

The Fourier series comes in four flavours:

Maths idea: find an ortho-normal basis for            based on sine and cosine L2([a, b])
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Physics idea: discrete frequency decomposition: coordinates=frequency strength

•  Cosine Fourier series on           : 

has an ortho-normal basis

c̃0 =
1p
a

, c̃k :=

r
2

a
cos

✓
k⇡x

a

◆
, k = 1, 2, . . . . (3.4)

Let us be more explicit about what this actually means. From part (i) of Theorem 2.3 we conclude that
every (real-valued) square integrable function f 2 L2

R([0, a]) can be written as

f(x) =
1X

k=0

↵k c̃k(x) =
↵0p

a
+

r
2

a

1X

k=1

↵k cos

✓
k⇡x

a

◆
(3.5)

where

↵0 = hc̃0, fi =
1p
a

Z
a

0
dx f(x) , ↵k = hc̃k, fi =

r
2

a

Z
a

0
dx cos

✓
k⇡x

a

◆
f(x) , k = 1, 2, . . . . (3.6)

It is customary to introduce the coe�cients a0 = 2 ↵0p
a

and ak =
q

2
a
↵k, for k = 1, 2, . . . in order to

re-distribute factors:

f(x) =
a0
2

+
1X

k=1

ak cos

✓
k⇡x

a

◆
where ak =

2

a

Z
a

0
dx cos

✓
k⇡x

a

◆
f(x) . (3.7)

This series is called the cosine Fourier series and the ak are called the (cosine) Fourier coe�cients. It is
important to remember that the equality in the first Eq. (3.7) holds in L2

R([0, a]), a space which consists of
classes of functions which have been identified if they di↵er only on sets of Lebesgue-measure zero. This
means that the function f and its Fourier series do not actually have to coincide at every point x 2 [0, a]
- they can di↵er on a space of measure zero. However, we know that the (cosine) Fourier series always
converges to the function f in the norm on L2

R([0, a]).
We know from part (ii) of Theorem 2.3 that the norm of f can be calculated in terms of its Fourier

coe�cients as
2

a

Z
a

0
dx |f(x)|2 =

2

a
k f k2 =

2

a

1X

k=0

|hc̃k, fi|2 =
|a0|2

2
+

1X

k=1

|ak|2 . (3.8)

This result is also known as Parseval equation.

Sine Fourier series
Unsurprisingly, the above discussion can be repeated for sine functions. As before, we consider the Hilbert
space L2

R([0, ⇡]) with scalar product (3.1). On this space the functions

s̃k :=

r
2

⇡
sin(kx) , k = 1, 2, . . . (3.9)

form an ortho-normal system and indeed an ortho-normal basis as stated in the following

Theorem 3.3. The functions (s̃k)1k=1 in Eq. (3.11) form an ortho-normal basis of L2
R([0, ⇡]).

Proof. This proof is very similar to the one for Theorem 3.2 and can, for example, be found in Ref. [5].

As in the cosine case, we can re-scale by x ! ⇡x/a to the interval [0, a] and obtain an ortho-normal basis

s̃k =

r
2

a
sin

✓
k⇡x

a

◆
, k = 1, 2, . . . (3.10)
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This series is called the cosine Fourier series and the ak are called the (cosine) Fourier coe�cients. It is
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basis:

•  Sine Fourier series on          : for L2
R([0, a]) with scalar product (3.3). Hence, every function f 2 L2
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Introducing to the coe�cients bk = �k/
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a this can be re-written in the standard notation
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✓
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This series is called the sine Fourier series and the bk are called the (sine) Fourier coe�cients. Of course
there is also a version of Parseval’s equation which reads
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0
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2

a
k f k2 =

2

a

1X

k=1

|hs̃k, fi|2 =
1X

k=1

|bk|2 . (3.12)

Real standard Fourier series
The most commonly used form of the Fourier series uses sine and cosine functions and can be thought of
as a combination of the above two cases. The Hilbert space considered in this case is L2

R([�⇡, ⇡]) with
scalar product

hf, gi =

Z
⇡

�⇡

dx f(x)g(x) . (3.13)

We can also think of the functions in this Hilbert space as the periodic functions with period 2⇡, so
f(x) = f(x + 2⇡) (which are square-integrable over one period). The functions

c0 :=
1p
2⇡

, ck :=
1p
⇡

cos(kx) , sk :=
1p
⇡

sin(kx) , k = 1, 2, . . . , (3.14)

form an ortho-normal system on L2
R([�⇡, ⇡]).

Exercise 3.4. Check that the functions (3.14) form an ortho-normal system on L2
R([�⇡, ⇡]).

They also form an ortho-normal basis as the following theorem asserts.

Theorem 3.5. The functions (ck)1k=0 and (sk)1k=1 together form an ortho-normal basis on L2
R([�⇡, ⇡]).

Proof. Every function f 2 L2
R([�⇡, ⇡]) can be written as f = f++f�, where f±(x) = 1

2(f(x)±f(�x)) are
the symmetric and anti-symmetric parts of f . The functions f± can be restricted to the interval [0, ⇡] so
that they can be viewed as elements of L2

R([0, ⇡]). From Theorem 3.2 we can write down a cosine Fourier
series for f+ and from Theorem 3.3 f� has a sine Fourier series, so

f+ =
1X

k=0

↵k c̃k , f� =
1X

k=1

�k s̃k . (3.15)

Since both sides of the first equation are symmetric and both sides of the second equation anti-symmetric
they can both be trivially extended back to the interval [�⇡, ⇡]. Then, summing up

f = f+ + f� =
1X

k=0

↵k c̃k +
1X

k=1

�k s̃k (3.16)

proves the statement.
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This series is called the cosine Fourier series and the ak are called the (cosine) Fourier coe�cients. It is
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This result is also known as Parseval equation.
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Fourier series but is valid on the larger interval [�⇡, ⇡]. Similarly, for f 2 L2
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Fourier series for this anti-symmetric function then only contains sine terms and formally coincides with
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R([�⇡, ⇡]) then the
Fourier series only contains cosine (sine) terms and we can restrict the expansion to the interval [0, ⇡] so
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a

◆◆
, (3.21)

where

a0 =
1

a

Z
a

�a

dx f(x) , ak =
1

a

Z
a

�a

dx cos

✓
k⇡x

a

◆
f(x) , bk =

1

a

Z
a

�a

dx sin

✓
k⇡x

a

◆
f(x) (3.22)

for k = 1, 2, . . .. Parseval’s equation now takes the form

1

a

Z
a

�a

dx |f(x)|2 =
1

a
k f k2 =

1

a

 1X

k=0

|hck, fi|2 +
1X

k=1

|hsk, fi|2
!

=
|a0|2

2
+

1X

k=1

(|ak|2 + |bk|2) . (3.23)
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•  Complex standard Fourier series on             : 

Complex standard Fourier series
By far the most elegant form of the Fourier series arises in the complex case, where we consider the Hilbert
space L2

C([�⇡, ⇡]) with scalar product

hf, gi =

Z
⇡

�⇡

dx f(x)⇤g(x) . (3.24)

The functions

ek :=
1p
2⇡

exp(ikx) , k 2 Z (3.25)

form an ortho-normal system as verified in the following exercise.

Exercise 3.6. Show that the functions (ek)1k=�1 in Eq. (3.25) form an ortho-normal system on L2
C([�⇡, ⇡])

with scalar product (3.24).

The above functions form, in fact, an ortho-normal basis as stated in

Theorem 3.7. The functions (ek)1k=�1 in Eq. (3.25) form an ortho-normal basis of L2
C([�⇡, ⇡]).

Proof. Start with a function f 2 L2
C([�⇡, ⇡]) and decompose this function into real and imaginary parts,

so write f = fR + ifI . Since

1 > k f k2 =

Z
⇡

�⇡

dx|f(x)|2 =

Z
⇡

�⇡

dx f2
R +

Z
⇡

�⇡

dx f2
I (3.26)

both fR and fI are real-valued square integrable functions and are, hence, elements of L2
R([�⇡, ⇡]). This

means, from Theorem 3.5 that we can write down a standard real Fourier series for fR and fI . Inserting
these two real Fourier series into f = fR + ifI and replacing cos(kx) = (exp(ikx) + exp(�ikx))/2,
sin(kx) = (exp(ikx) � exp(�ikx))/(2i) proves the theorem.

The usual re-scaling x ! ⇡x/a leads to the Hilbert space L2
C([�a, a]) with scalar product

hf, gi =

Z
a

�a

dx f(x)⇤g(x) . (3.27)

and ortho-normal basis

ek :=
1p
2a

exp

✓
ik⇡x

a

◆
, k 2 Z . (3.28)

Every function f 2 L2
C([�a, a]) then has an expansion

f(x) =
X

k2Z
↵k ek(x) =

1p
2a

X

k2Z
↵k exp

✓
ik⇡x

a

◆
, (3.29)

where

↵k = hek, fi =
1p
2a

Z
a

�a

dx exp

✓
�ik⇡x

a

◆
f(x) . (3.30)

With the re-scaled Fourier coe�cients ak = ↵k/
p

2a this turns into the standard form

f(x) =
X

k2Z
ak exp

✓
ik⇡x

a

◆
where ak =

1

2a

Z
a

�a

dx exp

✓
�ik⇡x

a

◆
f(x) . (3.31)
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series:

Complex standard Fourier series
By far the most elegant form of the Fourier series arises in the complex case, where we consider the Hilbert
space L2

C([�⇡, ⇡]) with scalar product

hf, gi =

Z
⇡

�⇡

dx f(x)⇤g(x) . (3.24)

The functions

ek :=
1p
2⇡

exp(ikx) , k 2 Z (3.25)

form an ortho-normal system as verified in the following exercise.

Exercise 3.6. Show that the functions (ek)1k=�1 in Eq. (3.25) form an ortho-normal system on L2
C([�⇡, ⇡])

with scalar product (3.24).

The above functions form, in fact, an ortho-normal basis as stated in

Theorem 3.7. The functions (ek)1k=�1 in Eq. (3.25) form an ortho-normal basis of L2
C([�⇡, ⇡]).

Proof. Start with a function f 2 L2
C([�⇡, ⇡]) and decompose this function into real and imaginary parts,

so write f = fR + ifI . Since

1 > k f k2 =

Z
⇡

�⇡

dx|f(x)|2 =

Z
⇡

�⇡

dx f2
R +

Z
⇡

�⇡

dx f2
I (3.26)

both fR and fI are real-valued square integrable functions and are, hence, elements of L2
R([�⇡, ⇡]). This

means, from Theorem 3.5 that we can write down a standard real Fourier series for fR and fI . Inserting
these two real Fourier series into f = fR + ifI and replacing cos(kx) = (exp(ikx) + exp(�ikx))/2,
sin(kx) = (exp(ikx) � exp(�ikx))/(2i) proves the theorem.

The usual re-scaling x ! ⇡x/a leads to the Hilbert space L2
C([�a, a]) with scalar product

hf, gi =

Z
a

�a

dx f(x)⇤g(x) . (3.27)

and ortho-normal basis

ek :=
1p
2a

exp

✓
ik⇡x

a

◆
, k 2 Z . (3.28)

Every function f 2 L2
C([�a, a]) then has an expansion

f(x) =
X

k2Z
↵k ek(x) =

1p
2a

X

k2Z
↵k exp

✓
ik⇡x

a

◆
, (3.29)

where

↵k = hek, fi =
1p
2a

Z
a

�a

dx exp

✓
�ik⇡x

a

◆
f(x) . (3.30)

With the re-scaled Fourier coe�cients ak = ↵k/
p

2a this turns into the standard form

f(x) =
X

k2Z
ak exp

✓
ik⇡x

a

◆
where ak =

1

2a

Z
a

�a

dx exp

✓
�ik⇡x

a

◆
f(x) . (3.31)
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Parseval’s eqn.:

Parseval’s equation now reads

1

2a

Z
a

�a

dx |f(x)|2 =
1

2a
k f k2 =

1

2a

X

k2Z
|hek, fi|2 =

X

k2Z
|ak|2 . (3.32)

Pointwise convergence
So far, our discussion of convergence for the Fourier series has been carried out with respect to the L2

norm (3.18). As emphasised, this type of convergence ensures that the di↵erence of a function and its
Fourier series has a vanishing L2 norm but it does not necessarily imply that the Fourier series converges
to the function at every point x. The following theorem provides a statement about uniform convergence
of a Fourier series.

Theorem 3.8. Let f 2 C([�a, a]) be a (real or complex valued) function which is piecewise continuously
di↵erentiable and which satisfies f(�a) = f(a). Then the (real or complex) Fourier series of f converges
to f uniformly.

Proof. For the proof see, for example, Ref. [10].

Recall from Def. 1.22 that uniform convergence implies point-wise convergence so under the conditions of
Theorem 3.8 the Fourier series of f converges to f at every point x 2 [�a, a].

Example 1 - linear function
Let us start with the function f : [�⇡, ⇡] ! R defined by

f(x) = x , (3.33)

so a simple linear function on the interval [�⇡, ⇡]. Of course, we can extend this to a periodic function with
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Figure 3: Graph of the periodic functions f defined by f(x) = f(x + 2⇡) and f(x) = x for �⇡ < x  ⇡.

period 2⇡ whose graph is shown in Fig. 3. Since this function is anti-symmetric the Fourier series of course
only contains sine terms. (Alternatively, and equivalently, we can consider this function restricted to the
interval [0, ⇡] and compute its sine Fourier series.) Using Eqs. (3.22) we find for the Fourier coe�cients

ak = 0 , k = 0, 1, 2, . . . , bk =
1

⇡

Z
⇡

�⇡

dx x sin(kx) =
2(�1)k+1

k
, k = 1, 2, . . . . (3.34)

47

Parseval’s equation now reads

1

2a

Z
a

�a

dx |f(x)|2 =
1

2a
k f k2 =

1

2a

X

k2Z
|hek, fi|2 =

X

k2Z
|ak|2 . (3.32)

Pointwise convergence
So far, our discussion of convergence for the Fourier series has been carried out with respect to the L2

norm (3.18). As emphasised, this type of convergence ensures that the di↵erence of a function and its
Fourier series has a vanishing L2 norm but it does not necessarily imply that the Fourier series converges
to the function at every point x. The following theorem provides a statement about uniform convergence
of a Fourier series.

Theorem 3.8. Let f 2 C([�a, a]) be a (real or complex valued) function which is piecewise continuously
di↵erentiable and which satisfies f(�a) = f(a). Then the (real or complex) Fourier series of f converges
to f uniformly.

Proof. For the proof see, for example, Ref. [10].

Recall from Def. 1.22 that uniform convergence implies point-wise convergence so under the conditions of
Theorem 3.8 the Fourier series of f converges to f at every point x 2 [�a, a].

Example 1 - linear function
Let us start with the function f : [�⇡, ⇡] ! R defined by

f(x) = x , (3.33)

so a simple linear function on the interval [�⇡, ⇡]. Of course, we can extend this to a periodic function with
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Figure 3: Graph of the periodic functions f defined by f(x) = f(x + 2⇡) and f(x) = x for �⇡ < x  ⇡.

period 2⇡ whose graph is shown in Fig. 3. Since this function is anti-symmetric the Fourier series of course
only contains sine terms. (Alternatively, and equivalently, we can consider this function restricted to the
interval [0, ⇡] and compute its sine Fourier series.) Using Eqs. (3.22) we find for the Fourier coe�cients

ak = 0 , k = 0, 1, 2, . . . , bk =
1

⇡

Z
⇡

�⇡

dx x sin(kx) =
2(�1)k+1

k
, k = 1, 2, . . . . (3.34)
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basis:

Complex standard Fourier series
By far the most elegant form of the Fourier series arises in the complex case, where we consider the Hilbert
space L2

C([�⇡, ⇡]) with scalar product

hf, gi =

Z
⇡

�⇡

dx f(x)⇤g(x) . (3.24)

The functions

ek :=
1p
2⇡

exp(ikx) , k 2 Z (3.25)

form an ortho-normal system as verified in the following exercise.

Exercise 3.6. Show that the functions (ek)1k=�1 in Eq. (3.25) form an ortho-normal system on L2
C([�⇡, ⇡])

with scalar product (3.24).

The above functions form, in fact, an ortho-normal basis as stated in

Theorem 3.7. The functions (ek)1k=�1 in Eq. (3.25) form an ortho-normal basis of L2
C([�⇡, ⇡]).

Proof. Start with a function f 2 L2
C([�⇡, ⇡]) and decompose this function into real and imaginary parts,

so write f = fR + ifI . Since

1 > k f k2 =

Z
⇡

�⇡

dx|f(x)|2 =

Z
⇡

�⇡

dx f2
R +

Z
⇡

�⇡

dx f2
I (3.26)

both fR and fI are real-valued square integrable functions and are, hence, elements of L2
R([�⇡, ⇡]). This

means, from Theorem 3.5 that we can write down a standard real Fourier series for fR and fI . Inserting
these two real Fourier series into f = fR + ifI and replacing cos(kx) = (exp(ikx) + exp(�ikx))/2,
sin(kx) = (exp(ikx) � exp(�ikx))/(2i) proves the theorem.

The usual re-scaling x ! ⇡x/a leads to the Hilbert space L2
C([�a, a]) with scalar product

hf, gi =

Z
a

�a

dx f(x)⇤g(x) . (3.27)

and ortho-normal basis

ek :=
1p
2a

exp

✓
ik⇡x

a

◆
, k 2 Z . (3.28)

Every function f 2 L2
C([�a, a]) then has an expansion

f(x) =
X

k2Z
↵k ek(x) =

1p
2a

X

k2Z
↵k exp

✓
ik⇡x

a

◆
, (3.29)

where

↵k = hek, fi =
1p
2a

Z
a

�a

dx exp

✓
�ik⇡x

a

◆
f(x) . (3.30)

With the re-scaled Fourier coe�cients ak = ↵k/
p

2a this turns into the standard form

f(x) =
X

k2Z
ak exp

✓
ik⇡x

a

◆
where ak =

1

2a

Z
a

�a

dx exp

✓
�ik⇡x

a

◆
f(x) . (3.31)
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Fourier series example

•  Cosine series: f(x) = x , x 2 [0,⇡]

<latexit sha1_base64="KfGg1C9pf41Yzk6LM2oF9Ci4+8I=">AAACBHicbVDLSsNAFJ3UV62vqMtuBotQoZREKgoiFNy4rGAfkIQymUzaoZNJnJlIS+nCjb/ixoUibv0Id/6N0zYLbT1w4XDOvdx7j58wKpVlfRu5ldW19Y38ZmFre2d3z9w/aMk4FZg0ccxi0fGRJIxy0lRUMdJJBEGRz0jbH1xP/fYDEZLG/E6NEuJFqMdpSDFSWuqaxbA8PLkaupcV9z5FARy6lEPHqrgJ9bpmyapaM8BlYmekBDI0uuaXG8Q4jQhXmCEpHdtKlDdGQlHMyKTgppIkCA9QjziachQR6Y1nT0zgsVYCGMZCF1dwpv6eGKNIylHk684Iqb5c9Kbif56TqvDCG1OepIpwPF8UpgyqGE4TgQEVBCs20gRhQfWtEPeRQFjp3Ao6BHvx5WXSOq3aterZba1Ur2dx5EERHIEysME5qIMb0ABNgMEjeAav4M14Ml6Md+Nj3pozsplD8AfG5w9Wg5ah</latexit>

-3 -2 -1 0 1 2 3
-3

-2

-1

0

1

2

3

The Fourier series from the above coe�cients is given by

f(x) =
⇡

2
� 4

⇡

X

k=1,3,5,...

cos(kx)

k2
. (3.42)

The Fourier coe�cients ak and the first few partial sums of the above Fourier series are shown in Fig. 6.
The Fourier coe�cients drop o↵ as ak ⇠ 1/k2, so more quickly as in the previous example, and convergence
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Figure 6: Fourier coe�cients and Fourier series for the modulus function f in Eq. (3.39). The left figure shows
the Fourier coe�cients ak from Eq. (3.40) for k = 1, . . . , 50. The function f together with the first six partial

sums of its Fourier series (3.42) is shown in the right figure.

of the Fourier series is more e�cient. A related observation is that the function (3.39) satisfies all the
conditions of Theorem 3.8 and, hence, its Fourier series converges uniformly (and point-wise) to f . Fig. (6)
illustrates this convincingly.

Example 3 - sign function
Another interesting example is the sign function f : [�⇡, ⇡] ! R defined by

f(x) := sign(x) =

8
<

:

1 for x > 0
0 for x = 0

�1 for x < 0
. (3.43)

The periodically continued version of this function is shown in Fig. 7. Since f is an anti-symmetric
function, the Fourier series only contains sine terms. (Alternatively and equivalently, we can think of f
as a function on the [0, ⇡] and work out the sine Fourier series.) For the Fourier coe�cients we have

ak = 0 , bk =
1

⇡

Z
⇡

�⇡

dx sign(x) sin(kx) = �
2
�
(�1)k � 1

�

⇡k
, (3.44)

for k = 1, 2, . . . which leads to the Fourier series

f(x) = � 4

⇡

X

k=1,3,5,...

sin(kx)

k
. (3.45)

The Fourier coe�cients bk and the first few partial sums of the Fourier series are shown in Fig. 8. As for
example 1, the function f does not satisfy the conditions of Theorem 3.8 and the Fourier series does not
converge everywhere point-wise to the function f . Specifically, while the Fourier series always vanishes at
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•  Sine series: f(x) = x , x 2 [0,⇡]
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As a practical matter, it is useful to structure the calculation of Fourier coe�cients in order to avoid
mistakes. Creating pages and pages of integration performed in small steps is neither e�cient nor likely
to lead to correct answers. Instead, separate the process of integration from the specific calculation of
Fourier coe�cients. A particular Fourier calculation often involves certain types of standard integrals. In
the above case, these are integrals of the form

R
dx x sin(↵x) for a constant ↵. Find these integrals first

(or simply look them up): Z
dx x sin(↵x) = �x cos(↵x)

↵
+

sin(↵x)

↵2
. (3.35)

Then apply this general result to the particular calculation at hand, that is, in the present case, set ↵ = k
and put in the integration limits.

Inserting the above Fourier coe�cients into Eq. (3.21), we get the Fourier series

f(x) = 2
1X

k=1

(�1)k+1

k
sin(kx) . (3.36)

Recall that the equality in Eq. (3.36) is not meant point-wise for every x but as an equality in L2
R([�⇡, ⇡]),
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Figure 4: Fourier coe�cients and Fourier series for the linear function f in Eq. (3.33). The left figure shows

the Fourier coe�cients ak from Eq. (3.34) for k = 1, . . . , 50. The function f together with the first six partial

sums of its Fourier series (3.36) is shown in the right figure.

that is, the di↵erence between f and its Fourier series has length zero with respect to the norm on
L2

R([�⇡, ⇡]). In fact, Eq. (3.36) shows (and Fig. 4 illustrates) that the Fourier series of f vanishes at ±⇡
(since every term in the series (3.36) vanishes at ±⇡) while f(±⇡) = ±⇡ is non-zero. So we have an example
where the Fourier series does not converge to the function at every point. In fact, the present function f
violates the conditions of Theorem 3.8 (since f(⇡) 6= f(�⇡)), so there is no reason to expect point-wise
convergence. It is clear from Fig. 4 that the Fourier series “struggles” to reproduce the function near ±⇡
and this can be seen as the intuitive reason for the slow drop-o↵ of the Fourier coe�cients, ak ⇠ 1/k, in
Eq. (3.34). In other words, a larger number of terms in the Fourier series contribute significantly so that
the function can be matched near the boundaries of the interval [�⇡, ⇡].

For this example, let us consider Parseval’s equation (3.23)

2⇡2

3
=

1

⇡

Z
⇡

�⇡

dx x2 =
1X

k=1

|bk|2 = 4
1X

k=1

1

k2
, (3.37)

where the left hand side follows from explicitly carrying out the normalisation integral and the right hand
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• Real standard Fourier series: 

The Fourier series from the above coe�cients is given by

f(x) =
⇡

2
� 4

⇡

X

k=1,3,5,...

cos(kx)

k2
. (3.42)

The Fourier coe�cients ak and the first few partial sums of the above Fourier series are shown in Fig. 6.
The Fourier coe�cients drop o↵ as ak ⇠ 1/k2, so more quickly as in the previous example, and convergence
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Figure 6: Fourier coe�cients and Fourier series for the modulus function f in Eq. (3.39). The left figure shows
the Fourier coe�cients ak from Eq. (3.40) for k = 1, . . . , 50. The function f together with the first six partial

sums of its Fourier series (3.42) is shown in the right figure.

of the Fourier series is more e�cient. A related observation is that the function (3.39) satisfies all the
conditions of Theorem 3.8 and, hence, its Fourier series converges uniformly (and point-wise) to f . Fig. (6)
illustrates this convincingly.

Example 3 - sign function
Another interesting example is the sign function f : [�⇡, ⇡] ! R defined by

f(x) := sign(x) =

8
<

:

1 for x > 0
0 for x = 0

�1 for x < 0
. (3.43)

The periodically continued version of this function is shown in Fig. 7. Since f is an anti-symmetric
function, the Fourier series only contains sine terms. (Alternatively and equivalently, we can think of f
as a function on the [0, ⇡] and work out the sine Fourier series.) For the Fourier coe�cients we have

ak = 0 , bk =
1

⇡

Z
⇡

�⇡

dx sign(x) sin(kx) = �
2
�
(�1)k � 1

�

⇡k
, (3.44)

for k = 1, 2, . . . which leads to the Fourier series

f(x) = � 4

⇡

X

k=1,3,5,...

sin(kx)

k
. (3.45)

The Fourier coe�cients bk and the first few partial sums of the Fourier series are shown in Fig. 8. As for
example 1, the function f does not satisfy the conditions of Theorem 3.8 and the Fourier series does not
converge everywhere point-wise to the function f . Specifically, while the Fourier series always vanishes at
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• Real standard Fourier series
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3As a practical matter, it is useful to structure the calculation of Fourier coe�cients in order to avoid
mistakes. Creating pages and pages of integration performed in small steps is neither e�cient nor likely
to lead to correct answers. Instead, separate the process of integration from the specific calculation of
Fourier coe�cients. A particular Fourier calculation often involves certain types of standard integrals. In
the above case, these are integrals of the form

R
dx x sin(↵x) for a constant ↵. Find these integrals first

(or simply look them up): Z
dx x sin(↵x) = �x cos(↵x)

↵
+

sin(↵x)

↵2
. (3.35)

Then apply this general result to the particular calculation at hand, that is, in the present case, set ↵ = k
and put in the integration limits.

Inserting the above Fourier coe�cients into Eq. (3.21), we get the Fourier series

f(x) = 2
1X

k=1

(�1)k+1

k
sin(kx) . (3.36)

Recall that the equality in Eq. (3.36) is not meant point-wise for every x but as an equality in L2
R([�⇡, ⇡]),
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Figure 4: Fourier coe�cients and Fourier series for the linear function f in Eq. (3.33). The left figure shows

the Fourier coe�cients ak from Eq. (3.34) for k = 1, . . . , 50. The function f together with the first six partial

sums of its Fourier series (3.36) is shown in the right figure.

that is, the di↵erence between f and its Fourier series has length zero with respect to the norm on
L2

R([�⇡, ⇡]). In fact, Eq. (3.36) shows (and Fig. 4 illustrates) that the Fourier series of f vanishes at ±⇡
(since every term in the series (3.36) vanishes at ±⇡) while f(±⇡) = ±⇡ is non-zero. So we have an example
where the Fourier series does not converge to the function at every point. In fact, the present function f
violates the conditions of Theorem 3.8 (since f(⇡) 6= f(�⇡)), so there is no reason to expect point-wise
convergence. It is clear from Fig. 4 that the Fourier series “struggles” to reproduce the function near ±⇡
and this can be seen as the intuitive reason for the slow drop-o↵ of the Fourier coe�cients, ak ⇠ 1/k, in
Eq. (3.34). In other words, a larger number of terms in the Fourier series contribute significantly so that
the function can be matched near the boundaries of the interval [�⇡, ⇡].

For this example, let us consider Parseval’s equation (3.23)

2⇡2

3
=

1

⇡

Z
⇡

�⇡

dx x2 =
1X

k=1

|bk|2 = 4
1X

k=1

1

k2
, (3.37)

where the left hand side follows from explicitly carrying out the normalisation integral and the right hand
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As a practical matter, it is useful to structure the calculation of Fourier coe�cients in order to avoid
mistakes. Creating pages and pages of integration performed in small steps is neither e�cient nor likely
to lead to correct answers. Instead, separate the process of integration from the specific calculation of
Fourier coe�cients. A particular Fourier calculation often involves certain types of standard integrals. In
the above case, these are integrals of the form

R
dx x sin(↵x) for a constant ↵. Find these integrals first

(or simply look them up): Z
dx x sin(↵x) = �x cos(↵x)

↵
+

sin(↵x)

↵2
. (3.35)

Then apply this general result to the particular calculation at hand, that is, in the present case, set ↵ = k
and put in the integration limits.

Inserting the above Fourier coe�cients into Eq. (3.21), we get the Fourier series

f(x) = 2
1X

k=1

(�1)k+1

k
sin(kx) . (3.36)

Recall that the equality in Eq. (3.36) is not meant point-wise for every x but as an equality in L2
R([�⇡, ⇡]),
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Figure 4: Fourier coe�cients and Fourier series for the linear function f in Eq. (3.33). The left figure shows

the Fourier coe�cients ak from Eq. (3.34) for k = 1, . . . , 50. The function f together with the first six partial

sums of its Fourier series (3.36) is shown in the right figure.

that is, the di↵erence between f and its Fourier series has length zero with respect to the norm on
L2

R([�⇡, ⇡]). In fact, Eq. (3.36) shows (and Fig. 4 illustrates) that the Fourier series of f vanishes at ±⇡
(since every term in the series (3.36) vanishes at ±⇡) while f(±⇡) = ±⇡ is non-zero. So we have an example
where the Fourier series does not converge to the function at every point. In fact, the present function f
violates the conditions of Theorem 3.8 (since f(⇡) 6= f(�⇡)), so there is no reason to expect point-wise
convergence. It is clear from Fig. 4 that the Fourier series “struggles” to reproduce the function near ±⇡
and this can be seen as the intuitive reason for the slow drop-o↵ of the Fourier coe�cients, ak ⇠ 1/k, in
Eq. (3.34). In other words, a larger number of terms in the Fourier series contribute significantly so that
the function can be matched near the boundaries of the interval [�⇡, ⇡].

For this example, let us consider Parseval’s equation (3.23)

2⇡2

3
=

1

⇡

Z
⇡

�⇡

dx x2 =
1X

k=1

|bk|2 = 4
1X

k=1

1

k2
, (3.37)

where the left hand side follows from explicitly carrying out the normalisation integral and the right hand
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(eikx � e�ikx)
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(b) Fourier transform
Maths idea: Fourier transform is a unitary map 

Lemma 3.3. If f 2 Cn+1
c (Rn) then the Fourier transform f̂ is integrable, that is, f̂ 2 L1(Rn).

Proof. Property (F4) in Lemma 3.1 states that [Dxjf(k) = ikj f̂(k) which implies that

|kif̂(k)|  k Dif k1/(2⇡)n/2 . (3.82)

Di↵erentiating and applying this rule repeatedly, we conclude that there is a constant K such that

 
1 +

nX

i=1

|ki|
!

n+1

|f̂(k)|  K (3.83)

and this means that f̂ is integrable.

The next Lemma explores the relationship between the Fourier transform and the standard scalar product
on L2(Rn).

Lemma 3.4. (a) Let f, g 2 L1(Rn) with Fourier transforms f̂ and ĝ. Then f̂ g and fĝ are integrable and
we have Z

Rn
dxn f̂(x)g(x) =

Z

Rn
dxn f(x)ĝ(x) (3.84)

(b) For f, g 2 L1(Rn) \ L2(Rn) we have f̂ , ĝ 2 L2(Rn) and

hf, gi = hf̂ , ĝi , (3.85)

where h·, ·i denotes the standard scalar product on L2(Rn) .

Proof. (a) Since f̂ , ĝ are bounded and continuous, f̂ g and fĝ are indeed integrable. It follows

Z
dxn f(x)ĝ(x) =

1

(2⇡)n/2

Z
dxn dyn f(x)g(y)e�ix·y =

Z
dyn f̂(y)g(y) . (3.86)

(b) For h, g 2 C1
c (Rn) we have, from Lemma 3.3, that ĥ, ĝ 2 L1(Rn). Then, we can apply part (a) to get

hĥ, ĝi =

Z
dxn F̃(h̄)(x)ĝ(x) =

Z
dxn F � F̃(h̄)(x)g(x) =

Z
dxn h̄(x)g(x) = hh, gi . (3.87)

To extend this statement to L1(Rn) \ L2(Rn) we recall from Theorem 2.1 that C1
c (Rn) is dense in this

space. We can, therefore, approximate functions f, g 2 L1(Rn)\L2(Rn) by sequences (fk), (gk) in C1
c (Rn).

We have already shown that the property (3.85) holds for all fk, gk and, by taking the limit k ! 1 through
the scalar product it follows for f, g. In particular, taking f = g, it follows that k f k2 = k f̂ k2 which

shows that f̂ 2 L2(Rn).

Clearly, Eq. (3.85) is a unitarity property of the Fourier transform, relative to the standard scalar product
on L2(Rn). However, to make this consistent, we have to extend the Fourier transform to all of L2(Rn)
and this is the content of the following theorem.

Theorem 3.16. (Plancherel) There exist a vector space isomorphism T : L2(Rn) ! L2(Rn) with the
following properties:

(a) hT (f), T (g)i = hf, gi for all f, g 2 L2(Rn). This implies k T (f) k = k f k for all f 2 L2(Rn)
(b) T (f) = F(f) for all f 2 L1(Rn) \ L2(Rn)
(c) T �1(f) = F̃(f) for all f 2 L1(Rn) \ L2(Rn)
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Figure 12: The graph of the Fourier transform �̂ of the characteristic function � (left) and the graph for the

Fourier transform of the convolution [� ? � =
p

2⇡ �̂2
. (right).

Fig. 12 shows the graphs for the Fourier transforms �̂ and f̂ .

Inverse of Fourier transform
We should now come back to general properties of the Fourier transform. An obvious question is how to
obtain a function f from its Fourier transform f̂ and this is answered by the following theorem.

Theorem 3.14. (Inversion formula for the Fourier transform)
Consider a function f 2 L1(Rn) such that f̂ 2 L1(Rn). Then we have

f(x) =
1

(2⇡)n/2

Z

Rn
dkn f̂(k)eik·x , (3.79)

almost everywhere, that is for all x 2 Rn except possibly on a set of Lebesgue measure zero.

Proof. The proof is somewhat technical (suggested by the fact that equality can fail on a set of measure
zero) and can, for example, be found in Ref. [10].

Note that the inversion formula (3.79) is very similar to the original definition (3.51) of the Fourier
transform, except for the change of sign in the exponent. It is, therefore, useful to introduce the linear
operator

F̃(f̂)(x) :=
1

(2⇡)n/2

Z

Rn
dkn f̂(k)eik·x (3.80)

for the inverse Fourier transform. With this terminology, the statement of Theorem 3.14 can be expressed
as

F̃ � F(f) = f ) F � F̃(f) = f . (3.81)

Exercise 3.15. Show that the equation on the RHS of (3.81) does indeed follow from the equation on the
LHS. (Hint: Think about complex conjugation.)

Theorem 3.14 also means that a function f is uniquely (up to values on a measure zero set) determined
by its Fourier transform f̂ .

Fourier transform in L2

In Exercise 3.13 we have seen that the Fourier transform of a function in L1(Rn) may not be an element
of L1(Rn). This is somewhat unsatisfactory and we will now see that the Fourier transform has nicer
properties when defined on the space L2(Rn). We begin with the following technical Lemma.
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Inverse of Fourier transform
We should now come back to general properties of the Fourier transform. An obvious question is how to
obtain a function f from its Fourier transform f̂ and this is answered by the following theorem.

Theorem 3.14. (Inversion formula for the Fourier transform)
Consider a function f 2 L1(Rn) such that f̂ 2 L1(Rn). Then we have

f(x) =
1

(2⇡)n/2

Z

Rn
dkn f̂(k)eik·x , (3.79)

almost everywhere, that is for all x 2 Rn except possibly on a set of Lebesgue measure zero.

Proof. The proof is somewhat technical (suggested by the fact that equality can fail on a set of measure
zero) and can, for example, be found in Ref. [10].

Note that the inversion formula (3.79) is very similar to the original definition (3.51) of the Fourier
transform, except for the change of sign in the exponent. It is, therefore, useful to introduce the linear
operator

F̃(f̂)(x) :=
1

(2⇡)n/2

Z

Rn
dkn f̂(k)eik·x (3.80)

for the inverse Fourier transform. With this terminology, the statement of Theorem 3.14 can be expressed
as

F̃ � F(f) = f ) F � F̃(f) = f . (3.81)

Exercise 3.15. Show that the equation on the RHS of (3.81) does indeed follow from the equation on the
LHS. (Hint: Think about complex conjugation.)

Theorem 3.14 also means that a function f is uniquely (up to values on a measure zero set) determined
by its Fourier transform f̂ .

Fourier transform in L2

In Exercise 3.13 we have seen that the Fourier transform of a function in L1(Rn) may not be an element
of L1(Rn). This is somewhat unsatisfactory and we will now see that the Fourier transform has nicer
properties when defined on the space L2(Rn). We begin with the following technical Lemma.
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Inverse of Fourier transform
We should now come back to general properties of the Fourier transform. An obvious question is how to
obtain a function f from its Fourier transform f̂ and this is answered by the following theorem.

Theorem 3.14. (Inversion formula for the Fourier transform)
Consider a function f 2 L1(Rn) such that f̂ 2 L1(Rn). Then we have

f(x) =
1

(2⇡)n/2

Z

Rn
dkn f̂(k)eik·x , (3.79)

almost everywhere, that is for all x 2 Rn except possibly on a set of Lebesgue measure zero.

Proof. The proof is somewhat technical (suggested by the fact that equality can fail on a set of measure
zero) and can, for example, be found in Ref. [10].

Note that the inversion formula (3.79) is very similar to the original definition (3.51) of the Fourier
transform, except for the change of sign in the exponent. It is, therefore, useful to introduce the linear
operator

F̃(f̂)(x) :=
1

(2⇡)n/2

Z

Rn
dkn f̂(k)eik·x (3.80)

for the inverse Fourier transform. With this terminology, the statement of Theorem 3.14 can be expressed
as

F̃ � F(f) = f ) F � F̃(f) = f . (3.81)

Exercise 3.15. Show that the equation on the RHS of (3.81) does indeed follow from the equation on the
LHS. (Hint: Think about complex conjugation.)

Theorem 3.14 also means that a function f is uniquely (up to values on a measure zero set) determined
by its Fourier transform f̂ .

Fourier transform in L2

In Exercise 3.13 we have seen that the Fourier transform of a function in L1(Rn) may not be an element
of L1(Rn). This is somewhat unsatisfactory and we will now see that the Fourier transform has nicer
properties when defined on the space L2(Rn). We begin with the following technical Lemma.
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the coe�cients for the complex Fourier series are, from Eq. (3.31), given by

ak =
1

2⇡

Z
⇡

�⇡

dx |x| exp(�ikx) =

(
(�1)k�1

⇡k2
for k = 1, 2, . . .

⇡

2 for k = 0
. (3.49)

Hence the complex Fourier series is

f(x) =
⇡

2
� 2

⇡

X

k2Zodd

exp(ikx)

k2
. (3.50)

which we could have also inferred from the real Fourier series (3.42) by simply replacing cos(kx) =
(exp(ikx) + exp(�ikx))/2.

3.2 Fourier transform

As we have seen, the Fourier series provides a frequency analysis for functions on a finite interval, in
terms of a discrete spectrum of frequencies labeled by an integer k. The Fourier transform serves a similar
purpose but for functions on all of R (or Rn), leading to a frequency analysis in terms of a continuous
spectrum of frequencies.

Basic definition and properties
The natural arena to start the discussion is the Banach space L1

C(Rn), defined in Eq. (1.90), with norm
k · k1, defined in Eq. (1.91). As usual, we denote vectors in Rn by bold-face letter, so x = (x1, . . . , xn)T .
A simple observation is that for a function f 2 L1

C(Rn) we have exp(�ix · k)f 2 L1
C(Rn) for any vector

k 2 Rn. Hence, it makes sense to define 5

Definition 3.1. For functions f 2 L1
C(Rn) we define the Fourier transform Ff = f̂ : Rn ! C by

f̂(k) = F(f)(k) :=
1

(2⇡)n/2

Z

Rn
dnx exp(�ix · k)f(x) . (3.51)

Clearly, F is a linear operator, that is F(↵f + �g) = ↵F(f) + �F(g). Also note that |f̂(k)|  kfk1
(2⇡)n/2 ,

so the modulus of the Fourier transform is bounded. With some more e↵ort it can be shown that f̂ is
continuous. However, it is not clear that the Fourier transform f̂ is an element of L1

C(Rn) as well and,
it turns out, this is not always the case. (See Example 3 below.) We will rectify this later by defining a
version of the Fourier transform which provides a map L2

C(Rn) ! L2
C(Rn).

Before we compute examples of Fourier transforms it is useful to look at some of its general properties.
Recall from Section 2.3 the translation operator Ta, the modulation operator Eb and the dilation operator
D�, for a,b 2 Rn and � 2 R, defined by

Ta(f)(x) := f(x � a) , Eb(f)(x) := exp(ib · x)f(x) , D�(f)(x) := f(�x) , (3.52)

which we can also think of as maps L1
C(Rn) ! L1

C(Rn). For any function g : Rn ! C, we also have the
multiplication operator

Mg(f)(x) := g(x)f(x) . (3.53)

It is useful to work out how these operators as well as derivative operators Dxj := @

@xj
relate to the Fourier

transform.
5
There are di↵erent conventions for how to insert factors of 2⇡ into the definition of the Fourier transform. The convention

adopted below is the most symmetric choice, as we will see later.
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Fig. 12 shows the graphs for the Fourier transforms �̂ and f̂ .

Inverse of Fourier transform
We should now come back to general properties of the Fourier transform. An obvious question is how to
obtain a function f from its Fourier transform f̂ and this is answered by the following theorem.

Theorem 3.14. (Inversion formula for the Fourier transform)
Consider a function f 2 L1(Rn) such that f̂ 2 L1(Rn). Then we have

f(x) =
1

(2⇡)n/2

Z

Rn
dkn f̂(k)eik·x , (3.79)

almost everywhere, that is for all x 2 Rn except possibly on a set of Lebesgue measure zero.

Proof. The proof is somewhat technical (suggested by the fact that equality can fail on a set of measure
zero) and can, for example, be found in Ref. [10].

Note that the inversion formula (3.79) is very similar to the original definition (3.51) of the Fourier
transform, except for the change of sign in the exponent. It is, therefore, useful to introduce the linear
operator

F̃(f̂)(x) :=
1

(2⇡)n/2

Z

Rn
dkn f̂(k)eik·x (3.80)

for the inverse Fourier transform. With this terminology, the statement of Theorem 3.14 can be expressed
as

F̃ � F(f) = f ) F � F̃(f) = f . (3.81)

Exercise 3.15. Show that the equation on the RHS of (3.81) does indeed follow from the equation on the
LHS. (Hint: Think about complex conjugation.)

Theorem 3.14 also means that a function f is uniquely (up to values on a measure zero set) determined
by its Fourier transform f̂ .

Fourier transform in L2

In Exercise 3.13 we have seen that the Fourier transform of a function in L1(Rn) may not be an element
of L1(Rn). This is somewhat unsatisfactory and we will now see that the Fourier transform has nicer
properties when defined on the space L2(Rn). We begin with the following technical Lemma.
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•  Interpretation

f̂(k) =
1

2⇡

Z

R
dx exp(i(k0 � k)x) = �(k � k0)
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contains a strong component with frequency !0 which corresponds to the peak of the Fourier transform
around !0. However, there is a spectrum of frequencies around !0 and this captures the finite decay time
⇠ 1/� of the signal. The longer the signal the closer it is to a pure signal with frequency !0 and the
narrower the peak in the Fourier transform.

We can take the sound analogy further by considering

f =
X

q=1,2...

Aq fq!0,�q , (3.65)

where the function fq!0,�q is defined in Eq. (3.62). This represents a tone with frequency !0, together
with its overtones with amplitudes Aq, frequencies q!0 and decay constants �q. The Fourier transform of
f is easily computed from linearity:

f̂(!) =
X

q=1,2,...

Aq
\fq!0,�q(!) =

X

q=1,2,...

Aq

i(q!0 � !) � �q
. (3.66)

This corresponds to a sequence of peaks at frequencies q!0, where q = 1, 2, . . . which reflects the main
frequency of the tone, together with its overtone frequencies.

Example 2
Another interesting example to consider is the Fourier transform of the one-dimensional Gaussian

f(x) = e�x
2
/2 . (3.67)

with width one. For its Fourier transform we have

f̂(k) =
1p
2⇡

Z

R
dx e�x

2
/2�ikx = e�k

2
/2 . (3.68)

Exercise 3.12. Proof Eq. (3.68). (Hint: Complete the square in the exponent.)

This result means that the Gaussian is invariant under Fourier transformation. Without much e↵ort, this
one-dimensional result can be generalised to the n-dimensional width one Gaussian

f(x) = e�|x|2/2 . (3.69)

Its Fourier transform can be split up into a product of n one-dimensional Fourier transforms as

f̂(k) =
1

(2⇡)n/2

Z

Rn
dxn e�|x|2/2�ik·x =

nY

i=1

1p
2⇡

Z

R
dxi e

�x
2
i /2�ikixi =

nY

i=1

e�k
2
i /2 = e�|k|2/2 , (3.70)

and the one-dimensional result (3.68) has been used in the second-last step. Hence, the n-dimensional
width one Gaussian is also invariant under Fourier transformation.

We would like to work out the Fourier transform of a more general Gaussian with width a > 0, given
by

fa(x) = e�
|x|2

2a2 = D1/a(f)(x) . (3.71)

where f is the Gaussian (3.69) with width one and D is the dilation operator defined in Eq. (3.52). The
fact that this can be expressed in terms of the dilation operator makes calculating the Fourier transform
quite easy, using the property (F3) in Lemma 3.1.

bfa(k) = \D1/a(f)(k) = anDa(f̂)(k) = ane�a
2|k|2/2 . (3.72)
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width one Gaussian is also invariant under Fourier transformation.

We would like to work out the Fourier transform of a more general Gaussian with width a > 0, given
by

fa(x) = e�
|x|2

2a2 = D1/a(f)(x) . (3.71)

where f is the Gaussian (3.69) with width one and D is the dilation operator defined in Eq. (3.52). The
fact that this can be expressed in terms of the dilation operator makes calculating the Fourier transform
quite easy, using the property (F3) in Lemma 3.1.
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•  How does FT intertwine with other linear operators?

the coe�cients for the complex Fourier series are, from Eq. (3.31), given by

ak =
1

2⇡

Z
⇡

�⇡

dx |x| exp(�ikx) =

(
(�1)k�1

⇡k2
for k = 1, 2, . . .

⇡

2 for k = 0
. (3.49)

Hence the complex Fourier series is

f(x) =
⇡

2
� 2

⇡

X

k2Zodd

exp(ikx)

k2
. (3.50)

which we could have also inferred from the real Fourier series (3.42) by simply replacing cos(kx) =
(exp(ikx) + exp(�ikx))/2.

3.2 Fourier transform

As we have seen, the Fourier series provides a frequency analysis for functions on a finite interval, in
terms of a discrete spectrum of frequencies labeled by an integer k. The Fourier transform serves a similar
purpose but for functions on all of R (or Rn), leading to a frequency analysis in terms of a continuous
spectrum of frequencies.

Basic definition and properties
The natural arena to start the discussion is the Banach space L1

C(Rn), defined in Eq. (1.90), with norm
k · k1, defined in Eq. (1.91). As usual, we denote vectors in Rn by bold-face letter, so x = (x1, . . . , xn)T .
A simple observation is that for a function f 2 L1

C(Rn) we have exp(�ix · k)f 2 L1
C(Rn) for any vector

k 2 Rn. Hence, it makes sense to define 5

Definition 3.1. For functions f 2 L1
C(Rn) we define the Fourier transform Ff = f̂ : Rn ! C by

f̂(k) = F(f)(k) :=
1

(2⇡)n/2

Z

Rn
dnx exp(�ix · k)f(x) . (3.51)

Clearly, F is a linear operator, that is F(↵f + �g) = ↵F(f) + �F(g). Also note that |f̂(k)|  kfk1
(2⇡)n/2 ,

so the modulus of the Fourier transform is bounded. With some more e↵ort it can be shown that f̂ is
continuous. However, it is not clear that the Fourier transform f̂ is an element of L1

C(Rn) as well and,
it turns out, this is not always the case. (See Example 3 below.) We will rectify this later by defining a
version of the Fourier transform which provides a map L2

C(Rn) ! L2
C(Rn).

Before we compute examples of Fourier transforms it is useful to look at some of its general properties.
Recall from Section 2.3 the translation operator Ta, the modulation operator Eb and the dilation operator
D�, for a,b 2 Rn and � 2 R, defined by

Ta(f)(x) := f(x � a) , Eb(f)(x) := exp(ib · x)f(x) , D�(f)(x) := f(�x) , (3.52)

which we can also think of as maps L1
C(Rn) ! L1

C(Rn). For any function g : Rn ! C, we also have the
multiplication operator

Mg(f)(x) := g(x)f(x) . (3.53)

It is useful to work out how these operators as well as derivative operators Dxj := @

@xj
relate to the Fourier

transform.
5
There are di↵erent conventions for how to insert factors of 2⇡ into the definition of the Fourier transform. The convention

adopted below is the most symmetric choice, as we will see later.
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translation modulation dilatation multiplication

Lemma 3.1. (Some elementary properties of the Fourier transform) For f 2 L1
C(Rn) we have

(F1) \Ta(f) = E�a(f̂) or, equivalently, F � Ta = E�a � F
(F2) \Eb(f) = Tb(f̂) or, equivalently, F � Eb = Tb � F
(F3) \D�(f) = 1

|�|n D1/�(f̂) or, equivalently, F � D� = 1
|�|n D1/� � F

For f 2 C1
c (Rn) we have

(F4) [Dxjf(k) = ikj f̂(k) or, equivalently, F � Dxj = Mikj � F
(F5) dxjf(k) = iDkj f̂ or, equivalently, F � Mxj = iDkj � F .

Proof. (F1) This can be shown by direct calculation.

\Ta(f)(k) =
1

(2⇡)n/2

Z

Rn
dxn e�ix·kf(x � a)

y=x�a
=

1

(2⇡)n/2

Z

Rn
dyn e�i(y+a)·kf(y) = E�a(f̂)(k) . (3.54)

The proofs for (F2) to (F5) are similar and are left as an exercise.

Exercise 3.9. Proof (F2), (F3), (F4) and (F5) from Lemma 3.1.

Convolution
Another operation which relates to Fourier transforms in an interesting way is the convolution f ?g of two
functions f, g 2 L1(Rn) which is defined as

(f ? g)(x) :=

Z

Rn
dyn f(y)g(x � y) . (3.55)

A straightforward computation shows that the convolution is commutative, so f ? g = g ? f .

Exercise 3.10. Show that the convolution commutes.

From a mathematical point of view, we have the following statement about convolutions.

Theorem 3.11. (Property of convolutions) For f, g 2 L1(Rn) the convolution f ? g is well-defined and
f ? g 2 L1(Rn).

Proof. For the proof see, for example, Ref. [10].

How can the convolution be understood intuitively? From the integral (3.55) we can say that the convo-
lution is “smearing” the function f by the function g. For example, consider choosing f(x) = cos(x) and

g(x) =

⇢
1
2a for x 2 [�a, a]
0 for |x| > a

, (3.56)

for any a > 0. The function g is chosen so that, upon convolution, it leads to a smearing (or averaging)
of the function f over the interval [x � a, x + a] for every x. An explicit calculation shows the convolution
is given by

(f ? g)(x) =
1

2a

Z
x+a

x�a

dy cos(y) =
sin(a)

a
cos(x) . (3.57)

If we consider the limit a ! 0, so the averaging width goes to zero, we find that f ? g = f so f remains
unchanged, as one would expect. The other extreme would be to choose a = ⇡ in which case f ? g = 0. In
this case, the averaging is over a period [x � ⇡, x + ⇡] of the cos so the convoluted function vanishes for
every x. For other values of a the convolution is still a cos function but with a reduced amplitude, as one
would expect from a local averaging.

The relationship between convolutions and Fourier transforms is stated in the following Lemma.
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Lemma 3.1. (Some elementary properties of the Fourier transform) For f 2 L1
C(Rn) we have

(F1) \Ta(f) = E�a(f̂) or, equivalently, F � Ta = E�a � F
(F2) \Eb(f) = Tb(f̂) or, equivalently, F � Eb = Tb � F
(F3) \D�(f) = 1

|�|n D1/�(f̂) or, equivalently, F � D� = 1
|�|n D1/� � F

For f 2 C1
c (Rn) we have

(F4) [Dxjf(k) = ikj f̂(k) or, equivalently, F � Dxj = Mikj � F
(F5) dxjf(k) = iDkj f̂ or, equivalently, F � Mxj = iDkj � F .

Proof. (F1) This can be shown by direct calculation.

\Ta(f)(k) =
1

(2⇡)n/2

Z

Rn
dxn e�ix·kf(x � a)

y=x�a
=

1

(2⇡)n/2

Z

Rn
dyn e�i(y+a)·kf(y) = E�a(f̂)(k) . (3.54)

The proofs for (F2) to (F5) are similar and are left as an exercise.

Exercise 3.9. Proof (F2), (F3), (F4) and (F5) from Lemma 3.1.

Convolution
Another operation which relates to Fourier transforms in an interesting way is the convolution f ?g of two
functions f, g 2 L1(Rn) which is defined as

(f ? g)(x) :=

Z

Rn
dyn f(y)g(x � y) . (3.55)

A straightforward computation shows that the convolution is commutative, so f ? g = g ? f .

Exercise 3.10. Show that the convolution commutes.

From a mathematical point of view, we have the following statement about convolutions.

Theorem 3.11. (Property of convolutions) For f, g 2 L1(Rn) the convolution f ? g is well-defined and
f ? g 2 L1(Rn).

Proof. For the proof see, for example, Ref. [10].

How can the convolution be understood intuitively? From the integral (3.55) we can say that the convo-
lution is “smearing” the function f by the function g. For example, consider choosing f(x) = cos(x) and

g(x) =

⇢
1
2a for x 2 [�a, a]
0 for |x| > a

, (3.56)

for any a > 0. The function g is chosen so that, upon convolution, it leads to a smearing (or averaging)
of the function f over the interval [x � a, x + a] for every x. An explicit calculation shows the convolution
is given by

(f ? g)(x) =
1

2a

Z
x+a

x�a

dy cos(y) =
sin(a)

a
cos(x) . (3.57)

If we consider the limit a ! 0, so the averaging width goes to zero, we find that f ? g = f so f remains
unchanged, as one would expect. The other extreme would be to choose a = ⇡ in which case f ? g = 0. In
this case, the averaging is over a period [x � ⇡, x + ⇡] of the cos so the convoluted function vanishes for
every x. For other values of a the convolution is still a cos function but with a reduced amplitude, as one
would expect from a local averaging.

The relationship between convolutions and Fourier transforms is stated in the following Lemma.
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``exchanges translation and modulation”
Lemma 3.1. (Some elementary properties of the Fourier transform) For f 2 L1

C(Rn) we have

(F1) \Ta(f) = E�a(f̂) or, equivalently, F � Ta = E�a � F
(F2) \Eb(f) = Tb(f̂) or, equivalently, F � Eb = Tb � F
(F3) \D�(f) = 1

|�|n D1/�(f̂) or, equivalently, F � D� = 1
|�|n D1/� � F

For f 2 C1
c (Rn) we have

(F4) [Dxjf(k) = ikj f̂(k) or, equivalently, F � Dxj = Mikj � F
(F5) dxjf(k) = iDkj f̂ or, equivalently, F � Mxj = iDkj � F .

Proof. (F1) This can be shown by direct calculation.

\Ta(f)(k) =
1

(2⇡)n/2

Z

Rn
dxn e�ix·kf(x � a)

y=x�a
=

1

(2⇡)n/2

Z

Rn
dyn e�i(y+a)·kf(y) = E�a(f̂)(k) . (3.54)

The proofs for (F2) to (F5) are similar and are left as an exercise.

Exercise 3.9. Proof (F2), (F3), (F4) and (F5) from Lemma 3.1.

Convolution
Another operation which relates to Fourier transforms in an interesting way is the convolution f ?g of two
functions f, g 2 L1(Rn) which is defined as

(f ? g)(x) :=

Z

Rn
dyn f(y)g(x � y) . (3.55)

A straightforward computation shows that the convolution is commutative, so f ? g = g ? f .

Exercise 3.10. Show that the convolution commutes.

From a mathematical point of view, we have the following statement about convolutions.

Theorem 3.11. (Property of convolutions) For f, g 2 L1(Rn) the convolution f ? g is well-defined and
f ? g 2 L1(Rn).

Proof. For the proof see, for example, Ref. [10].

How can the convolution be understood intuitively? From the integral (3.55) we can say that the convo-
lution is “smearing” the function f by the function g. For example, consider choosing f(x) = cos(x) and

g(x) =

⇢
1
2a for x 2 [�a, a]
0 for |x| > a

, (3.56)

for any a > 0. The function g is chosen so that, upon convolution, it leads to a smearing (or averaging)
of the function f over the interval [x � a, x + a] for every x. An explicit calculation shows the convolution
is given by

(f ? g)(x) =
1

2a

Z
x+a

x�a

dy cos(y) =
sin(a)

a
cos(x) . (3.57)

If we consider the limit a ! 0, so the averaging width goes to zero, we find that f ? g = f so f remains
unchanged, as one would expect. The other extreme would be to choose a = ⇡ in which case f ? g = 0. In
this case, the averaging is over a period [x � ⇡, x + ⇡] of the cos so the convoluted function vanishes for
every x. For other values of a the convolution is still a cos function but with a reduced amplitude, as one
would expect from a local averaging.

The relationship between convolutions and Fourier transforms is stated in the following Lemma.
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``dilation with    to dilation with     ”�
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Lemma 3.1. (Some elementary properties of the Fourier transform) For f 2 L1
C(Rn) we have

(F1) \Ta(f) = E�a(f̂) or, equivalently, F � Ta = E�a � F
(F2) \Eb(f) = Tb(f̂) or, equivalently, F � Eb = Tb � F
(F3) \D�(f) = 1

|�|n D1/�(f̂) or, equivalently, F � D� = 1
|�|n D1/� � F

For f 2 C1
c (Rn) we have

(F4) [Dxjf(k) = ikj f̂(k) or, equivalently, F � Dxj = Mikj � F
(F5) dxjf(k) = iDkj f̂ or, equivalently, F � Mxj = iDkj � F .

Proof. (F1) This can be shown by direct calculation.

\Ta(f)(k) =
1

(2⇡)n/2

Z

Rn
dxn e�ix·kf(x � a)

y=x�a
=

1

(2⇡)n/2

Z

Rn
dyn e�i(y+a)·kf(y) = E�a(f̂)(k) . (3.54)

The proofs for (F2) to (F5) are similar and are left as an exercise.

Exercise 3.9. Proof (F2), (F3), (F4) and (F5) from Lemma 3.1.

Convolution
Another operation which relates to Fourier transforms in an interesting way is the convolution f ?g of two
functions f, g 2 L1(Rn) which is defined as

(f ? g)(x) :=

Z

Rn
dyn f(y)g(x � y) . (3.55)

A straightforward computation shows that the convolution is commutative, so f ? g = g ? f .

Exercise 3.10. Show that the convolution commutes.

From a mathematical point of view, we have the following statement about convolutions.

Theorem 3.11. (Property of convolutions) For f, g 2 L1(Rn) the convolution f ? g is well-defined and
f ? g 2 L1(Rn).

Proof. For the proof see, for example, Ref. [10].

How can the convolution be understood intuitively? From the integral (3.55) we can say that the convo-
lution is “smearing” the function f by the function g. For example, consider choosing f(x) = cos(x) and

g(x) =

⇢
1
2a for x 2 [�a, a]
0 for |x| > a

, (3.56)

for any a > 0. The function g is chosen so that, upon convolution, it leads to a smearing (or averaging)
of the function f over the interval [x � a, x + a] for every x. An explicit calculation shows the convolution
is given by

(f ? g)(x) =
1

2a

Z
x+a

x�a

dy cos(y) =
sin(a)

a
cos(x) . (3.57)

If we consider the limit a ! 0, so the averaging width goes to zero, we find that f ? g = f so f remains
unchanged, as one would expect. The other extreme would be to choose a = ⇡ in which case f ? g = 0. In
this case, the averaging is over a period [x � ⇡, x + ⇡] of the cos so the convoluted function vanishes for
every x. For other values of a the convolution is still a cos function but with a reduced amplitude, as one
would expect from a local averaging.

The relationship between convolutions and Fourier transforms is stated in the following Lemma.
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Lemma 3.1. (Some elementary properties of the Fourier transform) For f 2 L1
C(Rn) we have

(F1) \Ta(f) = E�a(f̂) or, equivalently, F � Ta = E�a � F
(F2) \Eb(f) = Tb(f̂) or, equivalently, F � Eb = Tb � F
(F3) \D�(f) = 1

|�|n D1/�(f̂) or, equivalently, F � D� = 1
|�|n D1/� � F

For f 2 C1
c (Rn) we have

(F4) [Dxjf(k) = ikj f̂(k) or, equivalently, F � Dxj = Mikj � F
(F5) dxjf(k) = iDkj f̂ or, equivalently, F � Mxj = iDkj � F .

Proof. (F1) This can be shown by direct calculation.

\Ta(f)(k) =
1

(2⇡)n/2

Z

Rn
dxn e�ix·kf(x � a)

y=x�a
=

1

(2⇡)n/2

Z

Rn
dyn e�i(y+a)·kf(y) = E�a(f̂)(k) . (3.54)

The proofs for (F2) to (F5) are similar and are left as an exercise.

Exercise 3.9. Proof (F2), (F3), (F4) and (F5) from Lemma 3.1.

Convolution
Another operation which relates to Fourier transforms in an interesting way is the convolution f ?g of two
functions f, g 2 L1(Rn) which is defined as

(f ? g)(x) :=

Z

Rn
dyn f(y)g(x � y) . (3.55)

A straightforward computation shows that the convolution is commutative, so f ? g = g ? f .

Exercise 3.10. Show that the convolution commutes.

From a mathematical point of view, we have the following statement about convolutions.

Theorem 3.11. (Property of convolutions) For f, g 2 L1(Rn) the convolution f ? g is well-defined and
f ? g 2 L1(Rn).

Proof. For the proof see, for example, Ref. [10].

How can the convolution be understood intuitively? From the integral (3.55) we can say that the convo-
lution is “smearing” the function f by the function g. For example, consider choosing f(x) = cos(x) and

g(x) =

⇢
1
2a for x 2 [�a, a]
0 for |x| > a

, (3.56)

for any a > 0. The function g is chosen so that, upon convolution, it leads to a smearing (or averaging)
of the function f over the interval [x � a, x + a] for every x. An explicit calculation shows the convolution
is given by

(f ? g)(x) =
1

2a

Z
x+a

x�a

dy cos(y) =
sin(a)

a
cos(x) . (3.57)

If we consider the limit a ! 0, so the averaging width goes to zero, we find that f ? g = f so f remains
unchanged, as one would expect. The other extreme would be to choose a = ⇡ in which case f ? g = 0. In
this case, the averaging is over a period [x � ⇡, x + ⇡] of the cos so the convoluted function vanishes for
every x. For other values of a the convolution is still a cos function but with a reduced amplitude, as one
would expect from a local averaging.

The relationship between convolutions and Fourier transforms is stated in the following Lemma.
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``exchanges differentiation and multiplication”

•  Convolution

Lemma 3.1. (Some elementary properties of the Fourier transform) For f 2 L1
C(Rn) we have

(F1) \Ta(f) = E�a(f̂) or, equivalently, F � Ta = E�a � F
(F2) \Eb(f) = Tb(f̂) or, equivalently, F � Eb = Tb � F
(F3) \D�(f) = 1

|�|n D1/�(f̂) or, equivalently, F � D� = 1
|�|n D1/� � F

For f 2 C1
c (Rn) we have

(F4) [Dxjf(k) = ikj f̂(k) or, equivalently, F � Dxj = Mikj � F
(F5) dxjf(k) = iDkj f̂ or, equivalently, F � Mxj = iDkj � F .

Proof. (F1) This can be shown by direct calculation.

\Ta(f)(k) =
1

(2⇡)n/2

Z

Rn
dxn e�ix·kf(x � a)

y=x�a
=

1

(2⇡)n/2

Z

Rn
dyn e�i(y+a)·kf(y) = E�a(f̂)(k) . (3.54)

The proofs for (F2) to (F5) are similar and are left as an exercise.

Exercise 3.9. Proof (F2), (F3), (F4) and (F5) from Lemma 3.1.

Convolution
Another operation which relates to Fourier transforms in an interesting way is the convolution f ?g of two
functions f, g 2 L1(Rn) which is defined as

(f ? g)(x) :=

Z

Rn
dyn f(y)g(x � y) . (3.55)

A straightforward computation shows that the convolution is commutative, so f ? g = g ? f .

Exercise 3.10. Show that the convolution commutes.

From a mathematical point of view, we have the following statement about convolutions.

Theorem 3.11. (Property of convolutions) For f, g 2 L1(Rn) the convolution f ? g is well-defined and
f ? g 2 L1(Rn).

Proof. For the proof see, for example, Ref. [10].

How can the convolution be understood intuitively? From the integral (3.55) we can say that the convo-
lution is “smearing” the function f by the function g. For example, consider choosing f(x) = cos(x) and

g(x) =

⇢
1
2a for x 2 [�a, a]
0 for |x| > a

, (3.56)

for any a > 0. The function g is chosen so that, upon convolution, it leads to a smearing (or averaging)
of the function f over the interval [x � a, x + a] for every x. An explicit calculation shows the convolution
is given by

(f ? g)(x) =
1

2a

Z
x+a

x�a

dy cos(y) =
sin(a)

a
cos(x) . (3.57)

If we consider the limit a ! 0, so the averaging width goes to zero, we find that f ? g = f so f remains
unchanged, as one would expect. The other extreme would be to choose a = ⇡ in which case f ? g = 0. In
this case, the averaging is over a period [x � ⇡, x + ⇡] of the cos so the convoluted function vanishes for
every x. For other values of a the convolution is still a cos function but with a reduced amplitude, as one
would expect from a local averaging.

The relationship between convolutions and Fourier transforms is stated in the following Lemma.
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Lemma 3.2. For f, g 2 L1(Rn) we have [f ? g = (2⇡)n/2f̂ ĝ.

Proof. The proof works by straightforward calculation. Since (f ? g)(x) =
R

dynf(y)g(x � y) we have

[f ? g(k) =
1

(2⇡)n/2

Z
dxn dynf(y)g(x � y)e�ix·k (3.58)

=
1

(2⇡)n/2

Z
dxn dyn

⇣
f(y)e�iy·k

⌘⇣
g(x � y)e�i(x�y)·k

⌘
(3.59)

z=x�y
=

1

(2⇡)n/2

Z
dynf(y)e�iy·k

Z
dzn g(z)e�iz·k = (2⇡)n/2f̂(k)ĝ(k) . (3.60)

In other words, the Fourier transform of a convolution is (up to a constant) the product of the two Fourier
transforms. This rule is often useful to work out new Fourier transforms from given ones.

Examples of Fourier transforms
We should now discuss a few examples of Fourier transforms to get a better idea of its interpretation. In
this context it is useful to think of the function f as the amplitude of a sound signal and we will rename its
variable as x ! t, to indicate dependence on time. Correspondingly, the variable k of the Fourier transform
f̂ will be renamed as k ! !, indicating frequency. So we write (focusing on the one-dimensional case)

f̂(!) =
1p
2⇡

Z

R
dt f(t)e�i!t . (3.61)

The basic idea is that the Fourier transform provides the decomposition of the signal f into its frequency
components e�i!t, that is, f̂(!) indicates the strength with which the frequency ! is contained in the
signal f . Suppose that f is the signal from a single piano tone with frequency !0. In this case, we expect
f̂ to have a strong peak around ! = !0. However, a piano tone also contains overtones with frequencies
q!0, where q = 2, 3, . . .. This means we expect f̂ to have smaller peaks around ! = q!0. (Their height
decreases with increasing q and exactly what the pattern is determines how the tone “sounds”.) Let us
consider this in a more quantitative way.

Example 1
Consider the function

f = Af!0,� , f!0,�(t) =

⇢ p
2⇡ e��tei!0t for t � 0

0 for t < 0
, (3.62)

where A, � and !0 are real, positive constants. Using the above sound analogy, we can think of this
function as representing a sound signal with onset at t = 0, overall amplitude A, frequency !0 and a decay
time of ⇠ 1/�. Inserting into Eq. (3.61), we find the Fourier transform

f̂(!) = A [f!0,�(!) , [f!0,�(!) =

Z 1

0
dt e��te�i(!�!0)t =

1

i(!0 � !) � �
. (3.63)

To interpret this result we compute its complex modulus

|[f!0,�(!)|2 =
1

(!0 � !)2 + �2
, (3.64)

and this corresponds to a peak with width ⇠ � around ! = !0. The longer the tone, the smaller � and the
smaller the width of this peak. Note that this is precisely in line with our expectation. The original signal
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In the last step the result (3.70) for the Fourier transform f̂ of the width one Gaussian has been used. In
conclusion, the Fourier transform of a Gaussian with width a is again a Gaussian with width 1/a.

Finally, we consider a Gaussian with width a and center shifted from the origin to a point c 2 Rn

given by

fa,c(x) = exp

✓
� |x � c|2

2a2

◆
= Tc(fa)(x) . (3.73)

Note that this can be written in terms of the zero-centred Gaussian using the translation operator (3.52)
and we can now use property (F1) in Lemma 3.1 to work out the Fourier transform.

dfa,c(k) = \Tc(fa)(k) = E�c( bfa)(k) = ane�ic·k�a
2|k|2/2 . (3.74)

Example 3
Consider the characteristic function � : R ! R of the interval [�1, 1] defined by

�(x) =

⇢
1 for |x|  1
0 for |x| > 1

. (3.75)

A quick calculation shows that its Fourier transform is given by

�̂(k) =
1p
2⇡

Z 1

�1
dx e�ikx =

r
2

⇡

sin k

k
. (3.76)

Exercise 3.13. Show that the Fourier transform (3.76) of the characteristic function � is not in L1(R).
(Hint: Find a lower bound for the integral over | sin k/k| from (m� 1)⇡ to m⇡.) Use the dilation operator
to find the Fourier transform of the characteristic function �a for the interval [�a, a].

We can use this example as an illustration of convolutions and their application to Fourier transforms.
Consider the convolution f = � ? � of � with itself which is given by

f(x) =

Z

R
dy �(y)�(y � x) = max(2 � |x|, 0) . (3.77)

The graphs of � and its convolution f = � ? � are shown in Fig. 11. From the convolution theorem 3.11

-4 -2 0 2 4

0.0

0.5

1.0

1.5

2.0

cHxL

�?��! -4 -2 0 2 4

0.0

0.5

1.0

1.5

2.0

fHxL

Figure 11: The graph of the characteristic function � of the interval [�1, 1] (left) and the graph of the

convolution f = � ? � (right).

and the Fourier transform �̂ in Eq. (3.76) we have

f̂(k) = [� ? �(k) =
p

2⇡ �̂2(k) = 2

r
2

⇡

sin2 k

k2
. (3.78)
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Orthogonal polynomials



Setting:          with scalar product  

4 Orthogonal polynomials

In the previous section, we have discussed the Fourier series and have found a basis for the Hilbert space
L2[�a, a] in terms of sine and cosine functions. Of course we know from the Stone-Weierstrass theorem 1.35
combined with Theorem 2.1 that the polynomials are dense in the Hilbert space L2([a, b]) (and we have
used this for some of the proofs related to the Fourier series). So, rather than using relatively complicated,
transcendental functions such as sine and cosine as basis functions there is a much simpler possibility: a
basis for L2([a, b]) which consists of polynomials. Of course we would want this to be an ortho-normal basis
relative to the standard scalar product (1.101) on L2([a, b]). A rather pedestrian method to find ortho-
normal polynomials is to start with the monomials (1, x, x2, . . .) and apply the Gram-Schmidt procedure.

Exercise 4.1. For the Hilbert space L2([�1, 1]), apply the Gram-Schmidt procedure to the monomials

1, x, x2 and show that this leads to the ortho-normal system of polynomials 1p
2
,
q

3
2x,

q
5
8(3x2 � 1).

The polynomials in Exercise 4.1 obtained in this way are (proportional to) the first three Legendre poly-
nomials which we will discuss in more detail soon. Evidently, the Gram-Schmidt procedure, while con-
ceptually very clear, is not a particularly e�cient method in this context. We would like to obtain concise
formulae for orthogonal polynomials at all degrees. There is also an important generalisation. In addition
to finite intervals, we would also like to allow semi-infinite or infinite intervals, so we would like to allow
a = �1 or b = 1. Of course for such a semi-infinite or infinite interval, polynomials do not have a finite
norm relative to the standard scalar product (1.101) on L2([a, b]). To rectify this, we have to consider the
Hilbert spaces L2

w([a, b]) with an integrable weight function w and a scalar product defined by

hf, gi =

Z
b

a

dx w(x)f(x)g(x) , (4.1)

and choose w appropriately. Thinking about the types of intervals, that is, finite intervals [a, b], semi-
infinite intervals [a, 1] or an infinite interval [�1, 1] and corresponding suitable weight functions w
will lead to a classification of di↵erent types of orthogonal polynomials which we discuss in the following
subsection. For the remainder of the section we will be looking at various entries in this classification,
focusing on the cases which are particularly relevant to applications in physics.

4.1 General theory of ortho-normal polynomials

Basic set-up
We will be working in the Hilbert space L2

w([a, b]) with weight function w and scalar product (4.1). The
interval [a, b] can be finite but we also allow the cases |a| < 1, b = 1 of a semi-finite interval and
�a = b = 1 of the entire real line. On such a space, we would like to find a system of polynomials
(Pn)1

n=0, where we demand that Pn is of degree n, which is orthogonal, that is, which satisfies

hPn, Pmi = hn �nm , (4.2)

for positive numbers hn. (By convention, the standard orthogonal polynomials are not normalised to one,
hence the constants hn.) We also introduce the notation

Pn(x) = knxn + k0
nxn�1 + · · · , (4.3)

that is we call kn 6= 0 the coe�cient of the leading monomial xn and k0
n the coe�cient of the sub-leading

monomial xn�1 in Pn. An immediate consequence of orthogonality is the relation

hPn, pi = 0 (4.4)
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Q: Can we find an ortho-normal basis of polynomials on this space?
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to finite intervals, we would also like to allow semi-infinite or infinite intervals, so we would like to allow
a = �1 or b = 1. Of course for such a semi-infinite or infinite interval, polynomials do not have a finite
norm relative to the standard scalar product (1.101) on L2([a, b]). To rectify this, we have to consider the
Hilbert spaces L2

w([a, b]) with an integrable weight function w and a scalar product defined by

hf, gi =

Z
b

a

dx w(x)f(x)g(x) , (4.1)

and choose w appropriately. Thinking about the types of intervals, that is, finite intervals [a, b], semi-
infinite intervals [a, 1] or an infinite interval [�1, 1] and corresponding suitable weight functions w
will lead to a classification of di↵erent types of orthogonal polynomials which we discuss in the following
subsection. For the remainder of the section we will be looking at various entries in this classification,
focusing on the cases which are particularly relevant to applications in physics.

4.1 General theory of ortho-normal polynomials

Basic set-up
We will be working in the Hilbert space L2

w([a, b]) with weight function w and scalar product (4.1). The
interval [a, b] can be finite but we also allow the cases |a| < 1, b = 1 of a semi-finite interval and
�a = b = 1 of the entire real line. On such a space, we would like to find a system of polynomials
(Pn)1

n=0, where we demand that Pn is of degree n, which is orthogonal, that is, which satisfies

hPn, Pmi = hn �nm , (4.2)

for positive numbers hn. (By convention, the standard orthogonal polynomials are not normalised to one,
hence the constants hn.) We also introduce the notation

Pn(x) = knxn + k0
nxn�1 + · · · , (4.3)

that is we call kn 6= 0 the coe�cient of the leading monomial xn and k0
n the coe�cient of the sub-leading

monomial xn�1 in Pn. An immediate consequence of orthogonality is the relation

hPn, pi = 0 (4.4)
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Proof. For ease of notation we abbreviate D = d

dx
and evaluate Dn+1(XD(wXn)) in two di↵erent ways,

remembering that X is a polynomial of degree at most two.

Dn+1(XD(wXn)) = XDn+2(wXn) + (n + 1)X 0Dn+1(wXn) +
1

2
n(n + 1)X 00Dn(wXn)

= Kn


XD2(wPn) + (n + 1)X 0D(wPn) +

1

2
n(n + 1)X 00wPn

�

Dn+1(XD(wXn)) = Dn+1
�
XD(wX)Xn�1 + (n � 1)wXnX 0�

= Kn

⇥
(K1P1 + (n � 1)X 0)D(wPn) + (n + 1)(k1K1 + (n � 1)X 00)wPn

⇤
.

Equating these two results and replacing y = Pn gives after a straightforward calculation

wXy00 + (2Xw0 + 2X 0 � K1P1)y
0 +

✓
Xw00 + (2X 0 � K1P1)w

0 � (n + 1)

✓
k1K1 +

1

2
(n � 2)X 00

◆◆
wy = 0 .

By working out D(wX) and D2(wX) one easily concludes that

X
w0

w
= K1P1 � X 0 , X

w00

w
= (K1P1 � 2X 0)

w0

w
+ k1K1 � X 00 . (4.21)

Using these results to replace w0 in the factor of y0 and w00 in the factor of y in the above di↵erential
equation we arrive at the desired result.

Expanding in orthogonal polynomials

Conventionally, the orthogonal polynomials are not normalised to one, so k Pn k2 = hn for positive con-
stants hn which can be computed explicitly for every specific example. Of course we can define ortho-
normal systems of polynomials by simple normalising, so

P̂n :=
1

k Pn kPn =
1p
hn

Pn . (4.22)

These normalised versions of the orthogonal polynomials obviously form an ortho-normal system on
L2
w([a, b]), that is,

hP̂n, P̂mi = �nm . (4.23)

In fact, they do form an ortho-normal basis as stated in the following theorem.

Theorem 4.6. The normalised version P̂n in Eq. (4.22) of the orthogonal polynomials classified in The-
orem 4.4 form an ortho-normal basis of L2

w([a, b]).

Proof. For a finite interval [a, b] this follows by combining Theorems 2.1 and 1.35, just as we did in our
proofs for the Fourier series. For semi-infinite and infinite intervals the proofs can, for example, be found
in Ref. [7]. In the next chapter, when we discuss orthogonal polynomials as eigenvectors of hermitian
operators we will obtain an independent proof for the basis properties in those cases.

The above theorem means that every function f 2 L2
w([a, b]) can be expanded as

f =
1X

n=0

hP̂n, fi P̂n , (4.24)

or, more explicitly

f(x) =
1X

n=0

anP̂n(x) , an =

Z
b

a

dx w(x)P̂n(x)f(x) . (4.25)

This is of course completely in line with the general idea of expanding vectors in terms of an ortho-normal
basis on a Hilbert space and it can be viewed as the polynomial analogue of the Fourier series.

We should now discuss the most important orthogonal polynomials in more detail.
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We can indeed find such polynomial bases and thinking about the  
different types of intervals and different weight functions leads to

a classification.

(An elementary method to obtain the orthogonal polynomials is to apply 
 the Gram-Schmidt procedure to the monomials                     .) (1, x, x2, x3, · · · )
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[a, b] ↵, � X w(x) name symbol

[�1, 1] ↵ > �1, � > �1 x2 � 1 (1 � x)↵(x + 1)� Jacobi P (↵,�)
n

[�1, 1] ↵ = � > �1 x2 � 1 (1 � x)↵(x + 1)↵ Gegenbauer P (↵,↵)
n

[�1, 1] ↵ = � = ±1
2 x2 � 1 (1 � x)±1/2(x + 1)±1/2 Chebyshev T (±)

n

[�1, 1] ↵ = � = 0 x2 � 1 1 Legendre Pn

[0, 1] ↵ > �1 x e�xx↵ Laguerre L(↵)
n

[0, 1] ↵ = 0 x e�x Laguerre Ln

[�1, 1] 1 e�x
2

Hermite Hn

Table 1: The types of orthogonal polynomials and several sub-classes which result from the classification
in Theorem 4.4. The explicit polynomials are obtained by inserting the quantities in the Table into the
Rodriguez formula (4.18).

Theorem 4.4. The functions

Fn(x) =
1

w(x)

dn

dxn
(w(x)Xn) , X =

8
<

:

(b � x)(a � x) for |a|, |b| < 1
x � a for |a| < 1 , b = 1
1 for �a = b = 1

. (4.18)

are polynomials of degree n i↵ the weight function w is given by

w(x) =

8
<

:

(b � x)↵(x � a)� for |a|, |b| < 1
e�x(x � a)↵ for |a| < 1 , b = 1
e�x

2
for �a = b = 1

, (4.19)

where ↵ > �1 and � > �1. In this case the Fn are orthogonal and Fn = KnPn for constants Kn.

This theorem implies a classification of orthogonal polynomials in terms of the type of interval, the limits
[a, b] of the interval and the powers ↵ and � which enter the weight function. (Of course a finite interval
[a, b] can always be re-scaled to the standard interval [�1, 1] and a semi-infinite interval [a, 1] to [0, 1].)
The di↵erent types and important sub-classes of orthogonal polynomials which arise from this classification
are listed in Table 4.1. We cannot discuss all of these types in detail but in the following we will focus
on the Legendre, the ↵ = 0 Laguerre and the Hermite polynomials which are the most relevant ones
for applications in physics. Before we get to this we should derive more common properties of all these
orthogonal polynomials.

Di↵erential equation for orthogonal polynomials
All orthogonal polynomials satisfy a (second order) di↵erential equation, perhaps not surprising given
their representation in terms of derivatives, as in the Rodriguez formula.

Theorem 4.5. All orthogonal polynomials Pn covered by the classification theorem 4.4 satisfy the second
order linear di↵erential equation

Xy00 + K1P1y
0 � n

✓
k1K1 +

n � 1

2
X 00

◆
y = 0 , (4.20)

where P1 is the linear orthogonal polynomial, k1 is the coe�cient in front of its linear term, X the function
in Theorem 4.4 and the coe�cient K1 is defined in Theorem 4.3.
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Of course we do not know whether these functions are polynomials. Whether they are depends on the
choice of weight function w and we will come back to this point shortly. But for now, let us assume that
w is such that the Fn are polynomials of degree n. For any polynomial p of degree n � 1 we then have

hFn, pi =

Z
b

a

dx
dn

dxn
(w(x)Xn) p(x) = (�1)n

Z
b

a

dx w(x)Xn
dnp

dxn
(x) = 0 , (4.11)

where we have integrated by parts n times. We recall that the orthogonality property (4.4) determines
Pn uniquely (up to an overall constant) and since Fn has the same property we conclude there must be
constants Kn such that

Fn = KnPn . (4.12)

This calculation shows the idea behind the definition (4.10) of the functions Fn. The presence of the
derivatives (and of X which ensures vanishing of the boundary terms) means that, provided the Fn are
polynomials of degree n, they are orthogonal.

Theorem 4.3. (Rodriguez formula) If the functions Fn defined in Eq. (4.10) are polynomials of degree n
they are proportional to the orthogonal polynomials Pn, so we have constants Kn such that Fn = KnPn.
It follows that

Pn(x) =
1

Knw(x)

dn

dxn
(w(x)Xn) , X =

8
<

:

(b � x)(a � x) for |a|, |b| < 1
x � a for |a| < 1 , b = 1
1 for �a = b = 1

(4.13)

and this is called the (generalised) Rodriguez formula.

Classification of orthogonal polynomials
What remains to be done is to find the weight functions w for which the Fn are indeed polynomials of
order n. We start with the case of a finite interval [a, b] with X = (b � x)(a � x) and demand that F1 be
a (linear) polynomial, so

F1(x) =
1

w(x)

d

dx
(w(x)X) =

1

w(x)
w0(x)X + X 0 !

= Ax + B ) w0(x)

w(x)
=

↵

x � b
+

�

x � a
, (4.14)

for suitable constants A, B, ↵, �. Solving the di↵erential equation leads to

w(x) = C(b � x)↵(x � a)� (4.15)

and we can set C = 1 by a re-scaling of coordinates. Further, since w needs to be integrable we have to
demand that ↵ > �1 and � > �1. Conversely, it can be shown by calculation that for any such choice of
w the functions Fn are indeed polynomials of degree n.

For the case |a| < 1 and b = 1 of the half-infinite interval we can proceed analogously and find that
the Fn are polynomials of degree n i↵

w(x) = e�x(x � a)↵ , (4.16)

where ↵ > �1.
Finally, for the entire real line, �a = b = 1 a similar calculation leads to

w(x) = e�x
2

. (4.17)

The results from this discussion can be summarised in the following
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Rodriguez formula:



Recursion formula:

for any polynomial p with degree less than n (This follows because such a p can be written as a linear
combination of P0, . . . , Pn�1 which must be orthogonal to Pn.) Furthermore, Pn is (up to an overall
constant) uniquely characterised by this property.

Recursion relation
We already know that we can get such an ortho-normal system of polynomials by applying the Gram-
Schmidt procedure to the monomials (1, x, x2, . . .) and, while this may not be very practical, it tells us that
the polynomials Pn are unique, up to overall constants (which are fixed, up to signs, once the constants
hn are fixed). This statement is made more explicit in the following

Theorem 4.2. (Recursion relations for orthogonal polynomials) The orthogonal polynomials Pn satisfy
the following recursion relation

Pn+1(x) = (Anx + Bn)Pn(x) � CnPn�1(x) , (4.5)

for n = 1, 2, . . ., where

An =
kn+1

kn
, Bn = An

✓
k0
n+1

kn+1
� k0

n

kn

◆
, Cn =

Anhn

An�1hn�1
. (4.6)

Proof. We start by considering the polynomial Pn+1 � AnxPn which (due to the above definition of An)
is of degree n, rather than n + 1, and can, hence, be written as

Pn+1 � AnxPn =
nX

i=0

↵iPi , (4.7)

for some ↵i 2 R. Taking the inner product of this relation with Pk immediately leads to ↵k = 0 for
k = 0, . . . , n � 2. This means we are left with

Pn+1 � AnxPn = bnPn � cnPn�1 , (4.8)

and it remains to be shown that bn = Bn and cn = Cn. The first of these statements follows very easily
by inserting the expressions (4.3) into Eq. (4.8) and comparing coe�cients of the xn term. To fix cn we
write Eq. (4.8) as

cnPn�1 = �Pn+1 + AnxPn + BnPn (4.9)

and take the inner product of this equation with Pn�1. This leads to

cnhn�1 = cnk Pn�1 k2 = �hPn+1, Pn�1i + AnhxPn, Pn�1i + BnhPn, Pn�1i = AnhPn, xPn�1i

=
Ankn�1

kn
hPn, Pni =

Anhn

An�1

and the desired result cn = Cn follows.

General Rodriguez formula
There is yet another way to obtain the orthogonal polynomials Pn, via a derivative formula. To see how
this works, consider the functions Fn defined by

Fn(x) =
1

w(x)

dn

dxn
(w(x)Xn) , X =

8
<

:

(b � x)(a � x) for |a|, |b| < 1
x � a for |a| < 1 , b = 1
1 for �a = b = 1

. (4.10)
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Differential equation:

[a, b] ↵, � X w(x) name symbol

[�1, 1] ↵ > �1, � > �1 x2 � 1 (1 � x)↵(x + 1)� Jacobi P (↵,�)
n

[�1, 1] ↵ = � > �1 x2 � 1 (1 � x)↵(x + 1)↵ Gegenbauer P (↵,↵)
n

[�1, 1] ↵ = � = ±1
2 x2 � 1 (1 � x)±1/2(x + 1)±1/2 Chebyshev T (±)

n

[�1, 1] ↵ = � = 0 x2 � 1 1 Legendre Pn

[0, 1] ↵ > �1 x e�xx↵ Laguerre L(↵)
n

[0, 1] ↵ = 0 x e�x Laguerre Ln

[�1, 1] 1 e�x
2

Hermite Hn

Table 1: The types of orthogonal polynomials and several sub-classes which result from the classification
in Theorem 4.4. The explicit polynomials are obtained by inserting the quantities in the Table into the
Rodriguez formula (4.18).

Theorem 4.4. The functions

Fn(x) =
1

w(x)

dn

dxn
(w(x)Xn) , X =

8
<

:

(b � x)(a � x) for |a|, |b| < 1
x � a for |a| < 1 , b = 1
1 for �a = b = 1

. (4.18)

are polynomials of degree n i↵ the weight function w is given by

w(x) =

8
<

:

(b � x)↵(x � a)� for |a|, |b| < 1
e�x(x � a)↵ for |a| < 1 , b = 1
e�x

2
for �a = b = 1

, (4.19)

where ↵ > �1 and � > �1. In this case the Fn are orthogonal and Fn = KnPn for constants Kn.

This theorem implies a classification of orthogonal polynomials in terms of the type of interval, the limits
[a, b] of the interval and the powers ↵ and � which enter the weight function. (Of course a finite interval
[a, b] can always be re-scaled to the standard interval [�1, 1] and a semi-infinite interval [a, 1] to [0, 1].)
The di↵erent types and important sub-classes of orthogonal polynomials which arise from this classification
are listed in Table 4.1. We cannot discuss all of these types in detail but in the following we will focus
on the Legendre, the ↵ = 0 Laguerre and the Hermite polynomials which are the most relevant ones
for applications in physics. Before we get to this we should derive more common properties of all these
orthogonal polynomials.

Di↵erential equation for orthogonal polynomials
All orthogonal polynomials satisfy a (second order) di↵erential equation, perhaps not surprising given
their representation in terms of derivatives, as in the Rodriguez formula.

Theorem 4.5. All orthogonal polynomials Pn covered by the classification theorem 4.4 satisfy the second
order linear di↵erential equation

Xy00 + K1P1y
0 � n

✓
k1K1 +

n � 1

2
X 00

◆
y = 0 , (4.20)

where P1 is the linear orthogonal polynomial, k1 is the coe�cient in front of its linear term, X the function
in Theorem 4.4 and the coe�cient K1 is defined in Theorem 4.3.
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Generating function:

for the Legendre polynomials. From the Rodriguez formula (4.26) we can easily compute the first few
Legendre polynomials:

P0(x) = 1, P1(x) = x, P2(x) =
1

2
(3x2 � 1), P3(x) =

1

2
(5x3 � 3x), P4(x) =

1

8
(35x4 � 30x2 +3) . (4.35)

Exercise 4.7. Verify that the first four Legendre polynomials in Eq. (4.35) are orthogonal and are nor-
malised as in Eq. (4.29).

We can insert the results X = x2 � 1, X 00 = 2, P1(x) = x, K1 = 2 and k1 = 1 into the general di↵erential
equation (4.20) to obtain

(1 � x2)y00 � 2xy0 + n(n + 1)y = 0 . (4.36)

This is the Legendre di↵erential equations which all Legendre polynomials Pn satisfy.

Exercise 4.8. Show that the first four Legendre polynomials in Eq. (4.35) satisfy the Legendre di↵erential
equation (4.36).

Another feature of orthogonal polynomials is the existence of a generating function G = G(x, z) defined
as

G(x, z) =
1X

n=0

Pn(x)zn (4.37)

The generating function encodes all orthogonal polynomials at once and the nth one can be read o↵ as the
coe�cient of the zn term in the expansion of G. Of course for this to be of practical use we have to find
another more concise way of writing the generating function. This can be obtained from the recursion
relation (4.34) which leads to

@G

@z
=

1X

n=1

Pn(x)nzn�1 =
1X

n=0

(n + 1)Pn+1(x)zn =
1X

n=0

[(2n + 1)xPn(x) � nPn�1(x)] zn

= 2xz
1X

n=1

Pn(x)nzn�1 + x
1X

n=0

Pn(x)zn �
1X

n=0

Pn(x)(n + 1)zn+1 = (2xz � z2)
@G

@z
+ (x � z)G ,

This provides us with a di↵erential equation for G whose solution is G(x, z) = c(1 � 2xz + z2)�1/2, where
c is a constant. Since c = G(x, 0) = P0(x) = 1, we have

G(x, z) =
1p

1 � 2xz + z2
=

1X

n=0

Pn(x)zn . (4.38)

Exercise 4.9. Check that the generating function (4.38) leads to the correct Legendre polynomials Pn, for
n = 0, 1, 2.

Note that Eq. (4.38) can be viewed as an expansion of the generating function G in the sense of Eq. (4.32),
with expansion coe�cients an = zn.

An important application of the above generating function is to the expansion of a Coulomb potential
term of the form

V (r, r0) =
1

|r � r0| , (4.39)

where r, r0 2 R3. Introducing the radii r = |r|, r0 = |r0|, the angle cos ✓ = r·r0
rr0 and setting x = cos ✓ and

z = r
0

r
we can use the generating function to re-write the above Coulomb term as

V (r, r0) =
1

r

1q
1 � 2

�
r0
r

�
cos ✓ +

�
r0
r

�2 =
1

r
G(x, z) =

1

r

1X

n=0

Pn(cos ✓)

✓
r0

r

◆
n

. (4.40)
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All these different types of orthogonal polynomials have common features:

Where do they appear in physics?

• Legendre: problem with an angle   so that                      ,  
             problems with spherical coordinates           , 
             Laplacian on sphere, spherical harmonics, 
             E&M: multipole expansion, QM: angular part of H wave function.
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• Laguerre: typically function of a radial coordinate              , 
             QM: radial part of H wave function.
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• Hermite: depend on coordinate                  , 
           QM: essentially wave function of quantum harmonic oscillator. 
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(a) Legendre polynomials

•  Rodriguez formula: 

4.2 The Legendre polynomials

We recall from Table 4.1 that the Legendre polynomials are defined on the finite interval [a, b] = [�1, 1],
the function X is given by X(x) = x2 � 1 and the weight function is simply w(x) = 1, so that the relevant
Hilbert space is L2([�1, 1]). They are conventionally denoted by Pn (not to be confused with the general
notation Pn for all orthogonal polynomials we have used in the previous subsection). Their Rodriguez
formula reads

Pn(x) =
1

2nn!

dn

dxn
(x2 � 1)n ) Kn = 2nn! , (4.26)

where the pre-factor is conventional and we have read o↵ the value of the constants Kn in Theorem 4.3.
They are symmetric for n even and anti-symmetric for n odd, so Pn(x) = (�1)nPn(�x). Since (x2�1)n =
x2n + nx2n�2 + · · · we can easily read o↵ the coe�cients kn and k0

n of the monomials xn and xn�1 in Pn

as

kn =
(2n)!

2n(n!)2
, k0

n = 0 . (4.27)

For the normalisation of Pn we find from the Rodriguez formula

hn = k Pn k2 =

Z 1

�1
dx P (x)2 =

1

2nn!

Z 1

�1
dx Pn(x)

dn

dxn
(x2 � 1)n (4.28)

=
1

2nn!

Z 1

�1
dx

dnPn

dxn
(x)(1 � x2)n =

kn
2n

Z 1

�1
dx (1 � x2)n =

2

2n + 1
, (4.29)

where we have integrated by parts n times. This means the associated basis of ortho-normal polynomials
on L2([�1, 1]) is

P̂n =

r
2n + 1

2
Pn , (4.30)

and functions f 2 L2([�1, 1]) can be expanded as

f =
1X

n=0

hP̂n, fiP̂n , (4.31)

or, more explicitly, shifting the normalisation factors into the integral, as

f(x) =
1X

n=0

anPn(x) , an =
2n + 1

2

Z 1

�1
dx Pn(x)f(x) . (4.32)

Such expansions are useful and frequently appear when spherical coordinates are used and we have the
standard inclination angle ✓ 2 [0, ⇡]. In this case, the Legendre polynomials are usually a function of
x = cos ✓ which takes values in the required range [�1, 1]. We will see more explicit examples of this
shortly.

With the above results it is easy to compute the constants An, Bn and Cn which appear in the general
recursion formula (4.5) and we find

An =
2n + 1

n + 1
, Bn = 0 , Cn =

n

n + 1
. (4.33)

Using these values to specialise Eq. (4.5) we find the recursion formula

(n + 1)Pn+1(x) = (2n + 1)xPn(x) � nPn�1(x) (4.34)
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•  First few: 

for the Legendre polynomials. From the Rodriguez formula (4.26) we can easily compute the first few
Legendre polynomials:

P0(x) = 1, P1(x) = x, P2(x) =
1

2
(3x2 � 1), P3(x) =

1

2
(5x3 � 3x), P4(x) =

1

8
(35x4 � 30x2 +3) . (4.35)

Exercise 4.7. Verify that the first four Legendre polynomials in Eq. (4.35) are orthogonal and are nor-
malised as in Eq. (4.29).

We can insert the results X = x2 � 1, X 00 = 2, P1(x) = x, K1 = 2 and k1 = 1 into the general di↵erential
equation (4.20) to obtain

(1 � x2)y00 � 2xy0 + n(n + 1)y = 0 . (4.36)

This is the Legendre di↵erential equations which all Legendre polynomials Pn satisfy.

Exercise 4.8. Show that the first four Legendre polynomials in Eq. (4.35) satisfy the Legendre di↵erential
equation (4.36).

Another feature of orthogonal polynomials is the existence of a generating function G = G(x, z) defined
as

G(x, z) =
1X

n=0

Pn(x)zn (4.37)

The generating function encodes all orthogonal polynomials at once and the nth one can be read o↵ as the
coe�cient of the zn term in the expansion of G. Of course for this to be of practical use we have to find
another more concise way of writing the generating function. This can be obtained from the recursion
relation (4.34) which leads to

@G

@z
=

1X

n=1

Pn(x)nzn�1 =
1X

n=0

(n + 1)Pn+1(x)zn =
1X

n=0

[(2n + 1)xPn(x) � nPn�1(x)] zn

= 2xz
1X

n=1

Pn(x)nzn�1 + x
1X

n=0

Pn(x)zn �
1X

n=0

Pn(x)(n + 1)zn+1 = (2xz � z2)
@G

@z
+ (x � z)G ,

This provides us with a di↵erential equation for G whose solution is G(x, z) = c(1 � 2xz + z2)�1/2, where
c is a constant. Since c = G(x, 0) = P0(x) = 1, we have

G(x, z) =
1p

1 � 2xz + z2
=

1X

n=0

Pn(x)zn . (4.38)

Exercise 4.9. Check that the generating function (4.38) leads to the correct Legendre polynomials Pn, for
n = 0, 1, 2.

Note that Eq. (4.38) can be viewed as an expansion of the generating function G in the sense of Eq. (4.32),
with expansion coe�cients an = zn.

An important application of the above generating function is to the expansion of a Coulomb potential
term of the form

V (r, r0) =
1

|r � r0| , (4.39)

where r, r0 2 R3. Introducing the radii r = |r|, r0 = |r0|, the angle cos ✓ = r·r0
rr0 and setting x = cos ✓ and

z = r
0

r
we can use the generating function to re-write the above Coulomb term as

V (r, r0) =
1

r

1q
1 � 2

�
r0
r

�
cos ✓ +

�
r0
r

�2 =
1

r
G(x, z) =

1

r

1X

n=0

Pn(cos ✓)

✓
r0

r

◆
n

. (4.40)
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•  Expansion: 

4.2 The Legendre polynomials

We recall from Table 4.1 that the Legendre polynomials are defined on the finite interval [a, b] = [�1, 1],
the function X is given by X(x) = x2 � 1 and the weight function is simply w(x) = 1, so that the relevant
Hilbert space is L2([�1, 1]). They are conventionally denoted by Pn (not to be confused with the general
notation Pn for all orthogonal polynomials we have used in the previous subsection). Their Rodriguez
formula reads

Pn(x) =
1

2nn!

dn

dxn
(x2 � 1)n ) Kn = 2nn! , (4.26)

where the pre-factor is conventional and we have read o↵ the value of the constants Kn in Theorem 4.3.
They are symmetric for n even and anti-symmetric for n odd, so Pn(x) = (�1)nPn(�x). Since (x2�1)n =
x2n + nx2n�2 + · · · we can easily read o↵ the coe�cients kn and k0

n of the monomials xn and xn�1 in Pn

as

kn =
(2n)!

2n(n!)2
, k0

n = 0 . (4.27)

For the normalisation of Pn we find from the Rodriguez formula

hn = k Pn k2 =

Z 1

�1
dx P (x)2 =

1

2nn!

Z 1

�1
dx Pn(x)

dn

dxn
(x2 � 1)n (4.28)

=
1

2nn!

Z 1

�1
dx

dnPn

dxn
(x)(1 � x2)n =

kn
2n

Z 1

�1
dx (1 � x2)n =

2

2n + 1
, (4.29)

where we have integrated by parts n times. This means the associated basis of ortho-normal polynomials
on L2([�1, 1]) is

P̂n =

r
2n + 1

2
Pn , (4.30)

and functions f 2 L2([�1, 1]) can be expanded as

f =
1X

n=0

hP̂n, fiP̂n , (4.31)

or, more explicitly, shifting the normalisation factors into the integral, as

f(x) =
1X

n=0

anPn(x) , an =
2n + 1

2

Z 1

�1
dx Pn(x)f(x) . (4.32)

Such expansions are useful and frequently appear when spherical coordinates are used and we have the
standard inclination angle ✓ 2 [0, ⇡]. In this case, the Legendre polynomials are usually a function of
x = cos ✓ which takes values in the required range [�1, 1]. We will see more explicit examples of this
shortly.

With the above results it is easy to compute the constants An, Bn and Cn which appear in the general
recursion formula (4.5) and we find

An =
2n + 1

n + 1
, Bn = 0 , Cn =

n

n + 1
. (4.33)

Using these values to specialise Eq. (4.5) we find the recursion formula

(n + 1)Pn+1(x) = (2n + 1)xPn(x) � nPn�1(x) (4.34)
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•  Orthogonal polynomials    on 

4.2 The Legendre polynomials

We recall from Table 4.1 that the Legendre polynomials are defined on the finite interval [a, b] = [�1, 1],
the function X is given by X(x) = x2 � 1 and the weight function is simply w(x) = 1, so that the relevant
Hilbert space is L2([�1, 1]). They are conventionally denoted by Pn (not to be confused with the general
notation Pn for all orthogonal polynomials we have used in the previous subsection). Their Rodriguez
formula reads

Pn(x) =
1

2nn!

dn

dxn
(x2 � 1)n ) Kn = 2nn! , (4.26)

where the pre-factor is conventional and we have read o↵ the value of the constants Kn in Theorem 4.3.
They are symmetric for n even and anti-symmetric for n odd, so Pn(x) = (�1)nPn(�x). Since (x2�1)n =
x2n + nx2n�2 + · · · we can easily read o↵ the coe�cients kn and k0

n of the monomials xn and xn�1 in Pn
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For the normalisation of Pn we find from the Rodriguez formula
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where we have integrated by parts n times. This means the associated basis of ortho-normal polynomials
on L2([�1, 1]) is

P̂n =

r
2n + 1

2
Pn , (4.30)

and functions f 2 L2([�1, 1]) can be expanded as

f =
1X

n=0

hP̂n, fiP̂n , (4.31)

or, more explicitly, shifting the normalisation factors into the integral, as

f(x) =
1X

n=0

anPn(x) , an =
2n + 1

2

Z 1

�1
dx Pn(x)f(x) . (4.32)

Such expansions are useful and frequently appear when spherical coordinates are used and we have the
standard inclination angle ✓ 2 [0, ⇡]. In this case, the Legendre polynomials are usually a function of
x = cos ✓ which takes values in the required range [�1, 1]. We will see more explicit examples of this
shortly.

With the above results it is easy to compute the constants An, Bn and Cn which appear in the general
recursion formula (4.5) and we find

An =
2n + 1

n + 1
, Bn = 0 , Cn =

n

n + 1
. (4.33)

Using these values to specialise Eq. (4.5) we find the recursion formula

(n + 1)Pn+1(x) = (2n + 1)xPn(x) � nPn�1(x) (4.34)
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•  Recursion formula: 

for the Legendre polynomials. From the Rodriguez formula (4.26) we can easily compute the first few
Legendre polynomials:

P0(x) = 1, P1(x) = x, P2(x) =
1

2
(3x2 � 1), P3(x) =

1

2
(5x3 � 3x), P4(x) =

1

8
(35x4 � 30x2 +3) . (4.35)

Exercise 4.7. Verify that the first four Legendre polynomials in Eq. (4.35) are orthogonal and are nor-
malised as in Eq. (4.29).

We can insert the results X = x2 � 1, X 00 = 2, P1(x) = x, K1 = 2 and k1 = 1 into the general di↵erential
equation (4.20) to obtain

(1 � x2)y00 � 2xy0 + n(n + 1)y = 0 . (4.36)

This is the Legendre di↵erential equations which all Legendre polynomials Pn satisfy.

Exercise 4.8. Show that the first four Legendre polynomials in Eq. (4.35) satisfy the Legendre di↵erential
equation (4.36).

Another feature of orthogonal polynomials is the existence of a generating function G = G(x, z) defined
as

G(x, z) =
1X

n=0

Pn(x)zn (4.37)

The generating function encodes all orthogonal polynomials at once and the nth one can be read o↵ as the
coe�cient of the zn term in the expansion of G. Of course for this to be of practical use we have to find
another more concise way of writing the generating function. This can be obtained from the recursion
relation (4.34) which leads to

@G

@z
=

1X

n=1

Pn(x)nzn�1 =
1X

n=0

(n + 1)Pn+1(x)zn =
1X

n=0

[(2n + 1)xPn(x) � nPn�1(x)] zn

= 2xz
1X

n=1

Pn(x)nzn�1 + x
1X

n=0

Pn(x)zn �
1X

n=0

Pn(x)(n + 1)zn+1 = (2xz � z2)
@G

@z
+ (x � z)G ,

This provides us with a di↵erential equation for G whose solution is G(x, z) = c(1 � 2xz + z2)�1/2, where
c is a constant. Since c = G(x, 0) = P0(x) = 1, we have

G(x, z) =
1p

1 � 2xz + z2
=

1X

n=0

Pn(x)zn . (4.38)

Exercise 4.9. Check that the generating function (4.38) leads to the correct Legendre polynomials Pn, for
n = 0, 1, 2.

Note that Eq. (4.38) can be viewed as an expansion of the generating function G in the sense of Eq. (4.32),
with expansion coe�cients an = zn.

An important application of the above generating function is to the expansion of a Coulomb potential
term of the form

V (r, r0) =
1

|r � r0| , (4.39)

where r, r0 2 R3. Introducing the radii r = |r|, r0 = |r0|, the angle cos ✓ = r·r0
rr0 and setting x = cos ✓ and

z = r
0

r
we can use the generating function to re-write the above Coulomb term as

V (r, r0) =
1

r

1q
1 � 2

�
r0
r

�
cos ✓ +

�
r0
r

�2 =
1

r
G(x, z) =

1

r

1X

n=0

Pn(cos ✓)

✓
r0

r

◆
n

. (4.40)
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•  Differential equation: 

•  Generating function: 
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Application: Multipole expansion of Coulomb term

for the Legendre polynomials. From the Rodriguez formula (4.26) we can easily compute the first few
Legendre polynomials:

P0(x) = 1, P1(x) = x, P2(x) =
1

2
(3x2 � 1), P3(x) =

1

2
(5x3 � 3x), P4(x) =

1

8
(35x4 � 30x2 +3) . (4.35)

Exercise 4.7. Verify that the first four Legendre polynomials in Eq. (4.35) are orthogonal and are nor-
malised as in Eq. (4.29).

We can insert the results X = x2 � 1, X 00 = 2, P1(x) = x, K1 = 2 and k1 = 1 into the general di↵erential
equation (4.20) to obtain

(1 � x2)y00 � 2xy0 + n(n + 1)y = 0 . (4.36)

This is the Legendre di↵erential equations which all Legendre polynomials Pn satisfy.

Exercise 4.8. Show that the first four Legendre polynomials in Eq. (4.35) satisfy the Legendre di↵erential
equation (4.36).

Another feature of orthogonal polynomials is the existence of a generating function G = G(x, z) defined
as

G(x, z) =
1X

n=0

Pn(x)zn (4.37)

The generating function encodes all orthogonal polynomials at once and the nth one can be read o↵ as the
coe�cient of the zn term in the expansion of G. Of course for this to be of practical use we have to find
another more concise way of writing the generating function. This can be obtained from the recursion
relation (4.34) which leads to

@G

@z
=

1X

n=1

Pn(x)nzn�1 =
1X

n=0

(n + 1)Pn+1(x)zn =
1X

n=0

[(2n + 1)xPn(x) � nPn�1(x)] zn

= 2xz
1X

n=1

Pn(x)nzn�1 + x
1X

n=0

Pn(x)zn �
1X

n=0

Pn(x)(n + 1)zn+1 = (2xz � z2)
@G

@z
+ (x � z)G ,

This provides us with a di↵erential equation for G whose solution is G(x, z) = c(1 � 2xz + z2)�1/2, where
c is a constant. Since c = G(x, 0) = P0(x) = 1, we have

G(x, z) =
1p

1 � 2xz + z2
=

1X

n=0

Pn(x)zn . (4.38)

Exercise 4.9. Check that the generating function (4.38) leads to the correct Legendre polynomials Pn, for
n = 0, 1, 2.

Note that Eq. (4.38) can be viewed as an expansion of the generating function G in the sense of Eq. (4.32),
with expansion coe�cients an = zn.

An important application of the above generating function is to the expansion of a Coulomb potential
term of the form

V (r, r0) =
1

|r � r0| , (4.39)

where r, r0 2 R3. Introducing the radii r = |r|, r0 = |r0|, the angle cos ✓ = r·r0
rr0 and setting x = cos ✓ and

z = r
0

r
we can use the generating function to re-write the above Coulomb term as

V (r, r0) =
1

r

1q
1 � 2

�
r0
r

�
cos ✓ +

�
r0
r

�2 =
1

r
G(x, z) =

1

r

1X

n=0

Pn(cos ✓)

✓
r0

r

◆
n

. (4.40)

67

for the Legendre polynomials. From the Rodriguez formula (4.26) we can easily compute the first few
Legendre polynomials:

P0(x) = 1, P1(x) = x, P2(x) =
1

2
(3x2 � 1), P3(x) =

1

2
(5x3 � 3x), P4(x) =

1

8
(35x4 � 30x2 +3) . (4.35)

Exercise 4.7. Verify that the first four Legendre polynomials in Eq. (4.35) are orthogonal and are nor-
malised as in Eq. (4.29).

We can insert the results X = x2 � 1, X 00 = 2, P1(x) = x, K1 = 2 and k1 = 1 into the general di↵erential
equation (4.20) to obtain

(1 � x2)y00 � 2xy0 + n(n + 1)y = 0 . (4.36)

This is the Legendre di↵erential equations which all Legendre polynomials Pn satisfy.

Exercise 4.8. Show that the first four Legendre polynomials in Eq. (4.35) satisfy the Legendre di↵erential
equation (4.36).

Another feature of orthogonal polynomials is the existence of a generating function G = G(x, z) defined
as

G(x, z) =
1X

n=0

Pn(x)zn (4.37)

The generating function encodes all orthogonal polynomials at once and the nth one can be read o↵ as the
coe�cient of the zn term in the expansion of G. Of course for this to be of practical use we have to find
another more concise way of writing the generating function. This can be obtained from the recursion
relation (4.34) which leads to

@G

@z
=

1X

n=1

Pn(x)nzn�1 =
1X

n=0

(n + 1)Pn+1(x)zn =
1X

n=0

[(2n + 1)xPn(x) � nPn�1(x)] zn

= 2xz
1X

n=1

Pn(x)nzn�1 + x
1X

n=0

Pn(x)zn �
1X

n=0

Pn(x)(n + 1)zn+1 = (2xz � z2)
@G

@z
+ (x � z)G ,

This provides us with a di↵erential equation for G whose solution is G(x, z) = c(1 � 2xz + z2)�1/2, where
c is a constant. Since c = G(x, 0) = P0(x) = 1, we have

G(x, z) =
1p

1 � 2xz + z2
=

1X

n=0

Pn(x)zn . (4.38)

Exercise 4.9. Check that the generating function (4.38) leads to the correct Legendre polynomials Pn, for
n = 0, 1, 2.

Note that Eq. (4.38) can be viewed as an expansion of the generating function G in the sense of Eq. (4.32),
with expansion coe�cients an = zn.

An important application of the above generating function is to the expansion of a Coulomb potential
term of the form

V (r, r0) =
1

|r � r0| , (4.39)

where r, r0 2 R3. Introducing the radii r = |r|, r0 = |r0|, the angle cos ✓ = r·r0
rr0 and setting x = cos ✓ and

z = r
0

r
we can use the generating function to re-write the above Coulomb term as

V (r, r0) =
1

r

1q
1 � 2

�
r0
r

�
cos ✓ +

�
r0
r

�2 =
1

r
G(x, z) =

1

r

1X

n=0

Pn(cos ✓)

✓
r0

r

◆
n

. (4.40)

67



(a) Hermite polynomials

•  Orthogonal polynomials    on       , where       

4.4 The Hermite polynomials

From Table 4.1, the Hermite polynomials are defined on the interval [a, b] = [�1, 1] = R, we have X = 1
and the weight function is w(x) = e�x

2
, so the relevant Hilbert space is L2

w(R). They are denoted Hn

and, from Eq. (4.3), their Rodriguez formula reads

Hn(x) = (�1)nex
2 dn

dxn
e�x

2
, (4.56)

where the pre-factor is conventional and implies that Kn = (�1)n. Their symmetry properties are Hn(x) =
(�1)nHn(�x). From this formula it is easy to read o↵ the coe�cients kn and k0

n of the leading and sub-
leading monomials xn and xn�1 in Hn as

kn = 2n , k0
n = 0 . (4.57)

The normalisation of the Hermite polynomials is computed as before, by using the Rodriguez formula (4.56)
combined with partial integration:

hn = k Hn k2 =

Z

R
dx e�x

2
Hn(x)2 = (�1)n

Z

R
dx Hn(x)

dn

dxn
e�x

2
=

Z

R
dx

dnHn

dxn
(x)e�x

2

=knn!

Z

R
dx e�x

2
=

p
⇡2nn! . (4.58)

Hence, the ortho-normal basis of L2
w(R) is given by

Ĥn(x) =
1pp
⇡2nn!

Hn(x) ) hĤn, Ĥmi = �nm , (4.59)

and functions f 2 L2
w(R) can be expanded as

f =
1X

n=0

hĤn, fiĤn . (4.60)

More explicitly and rearranging the coe�cients this reads

f(x) =
1X

n=0

anHn(x) , an =
1p

⇡2nn!

Z

R
dx e�x

2
Hn(x)f(x) . (4.61)

The Hermite polynomials are useful for expanding functions defined on the entire real line and they make
a prominent appearance in the wave functions for the quantum harmonic oscillator.

From the above results for kn, k0
n and hn it is easy, by inserting into Eq. (4.6), to work out

An = 2 , Bn = 0 , Cn = 2n , (4.62)

and, from Eq. (4.5), this leads to the recursion relation

Hn+1(x) = 2xHn(x) � 2nHn�1(x) (4.63)

for the Hermite polynomials. Rodriguez’s formula (4.56) can be used to work out the first few Hermite
polynomials which are given by

H0(x) = 1 , H1(x) = 2x , H2(x) = 4x2 � 2 , H3(x) = 8x3 � 12x . (4.64)
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•  Differential equation:     

With X = 1, X 00 = 0, K1 = �1, H1(x) = 2x and k1 = 2 Eq. (4.20) turns into the di↵erential equation for
Hemite polynomials

y00 � 2xy0 + 2ny = 0 . (4.65)

The generating function

G(x, z) =
1X

n=0

Hn(x)
zn

n!
(4.66)

can be derived from the di↵erential equation

@G

@z
= 2(x � z)G , (4.67)

which, as in the case of the Legendre and Laguerre polynomials, follows by di↵erentiating Eq. (4.66) and
using the recursion relation (4.63). The solution is

G(x, z) = exp
�
2xz � z2

�
=

1X

n=0

Hn(x)
zn

n!
(4.68)

Exercise 4.12. Show that the generating function G for the Hermite polynomials satisfies the di↵erential
equation (4.67) and verify that it is solved by Eq. (4.68).
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Application: Quantum harmonic oscillator

(d) Let f be an eigenvector of U with eigenvalue � so that Uf = �f . Unitarity of U means
that hUg, Uhi = hg, hi for all g, h 2 V . Hence hf, fi = hUf, Ufi = h�f,�fi = |�|

2
hf, fi

and |�| = 1 follows.

(e) Unitarity follow by direct calculation:

hTaf, Tagi =

Z

R
dx (Taf)(x)

⇤(Tag)(x) =

Z

R
dx f(x� a)⇤g(x� a)

y=x�a
=

Z

R
dy f(y)⇤g(y) = hf, gi . (19)

4) (Quantum harmonic oscillator)
Consider the operator

H = �
~2
2m

d
2

d⇠2
+

1

2
m!

2
⇠
2
, (20)

associated to the quantum harmonic oscillator, where ⇠ 2 R. We would like to solve the
eigenvalue problem H = E .

(a) Introduce the new coordinate x =
p

m!

~ ⇠ and ✏ = E

~! and show that the equation H =
E can be re-written as

H = ✏ , H =
1

2

✓
�

d
2

dx2
+ x

2

◆
. (21)

Comment on the practical and physical significance of this re-writing.

(b) Write  (x) = y(x)e�x
2
/2. Show that  satisfies the di↵erential equation (21) i↵ y satisfies

the Hermite di↵erential equation y
00
� 2xy0 + (2✏� 1)y = 0.

(c) Show that the solutions to equation (21) in L
2(R) are given by the hermite functions

hn(x) = Hn(x)e�x
2
/2
/An with ✏ = n + 1

2 . (Here, An = ⇡
1/42n/2

p
n! is a normalisation

factor such that k hn k = 1.)

(d) Define the operators a = 1p
2

�
x+ d

dx

�
, a† = 1p

2

�
x�

d

dx

�
and N = a

†
a and show that

H = N + 1
2 .

(e) Define |ni := |hni and show that a†|ni =
p
n+ 1|n+1i, a|ni =

p
n|n�1i andN |ni = n|ni.

(Hint: Use the relations for Hermite polynomials from question 2(b).) Hence, verify that
H|ni =

�
n+ 1

2

�
|ni.

Solution

(a) This is a simple rescaling and the result follows easily. This is useful from a practical
point of view since it removes all constants, except ✏, from the equation. Physically, this
is introducing dimensionless quantities and it tells us that the energy, E = ~!✏, of the
system will be given in units of ~! since ✏ must be a number.
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(b) Again a straightforward calculation, inserting  (x) = y(x)e�x
2
/2 into H = ✏ .

(c) The key here is that we ask for solutions in L
2(R). They are obtained only if the solution

y to the Hermite di↵erential equation is a polynomial (all infinite series solutions will
overcome the e

�x
2
/2 suppression). This happens only if 2✏ � 1 = 2n in which case the

solution for y is proportional to Hn and the eigenvalue is
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The correct normalisation factor in hn, so that k hn k = 1, is inferred from question (2).
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(e) With the relations from question 2(b) and An+1
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The result a|ni =
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2 it follows easily that H|ni =
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Of course this is a good opportunity to discuss the operator treatment of the harmonic
oscillator and point out that the Hermite polynomials are not actually needed for much
of it. It is easy to verify from the definition of a and a

† that [a, a†] = 1 and this implies
that [N, a

†] = a
† and [N, a] = �a. Then, defining the ground state |0i by a|0i = 0 and

h0|0i = 1 and the other states by |ni := kn(a†)n|0i with kn real and positive such that
hn|ni = 1 it is easy to show that kn = 1/
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where ↵2(x) 6= 0 can be written in Sturm-Liouville form.

(b) Write the Legendre, Laguerre and Hermite di↵erential equations as a Sturm-Liouville
eigenvalue problem, TSLy = �y, and find the explicit form of TSL in each case.
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The correct normalisation factor in hn, so that k hn k = 1, is inferred from question (2).
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(d) Let f be an eigenvector of U with eigenvalue � so that Uf = �f . Unitarity of U means
that hUg, Uhi = hg, hi for all g, h 2 V . Hence hf, fi = hUf, Ufi = h�f,�fi = |�|
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associated to the quantum harmonic oscillator, where ⇠ 2 R. We would like to solve the
eigenvalue problem H = E .
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Comment on the practical and physical significance of this re-writing.

(b) Write  (x) = y(x)e�x
2
/2. Show that  satisfies the di↵erential equation (21) i↵ y satisfies

the Hermite di↵erential equation y
00
� 2xy0 + (2✏� 1)y = 0.

(c) Show that the solutions to equation (21) in L
2(R) are given by the hermite functions

hn(x) = Hn(x)e�x
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/2
/An with ✏ = n + 1

2 . (Here, An = ⇡
1/42n/2

p
n! is a normalisation

factor such that k hn k = 1.)
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2

�
x+ d

dx
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and N = a

†
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(e) Define |ni := |hni and show that a†|ni =
p
n+ 1|n+1i, a|ni =

p
n|n�1i andN |ni = n|ni.

(Hint: Use the relations for Hermite polynomials from question 2(b).) Hence, verify that
H|ni =

�
n+ 1

2

�
|ni.

Solution

(a) This is a simple rescaling and the result follows easily. This is useful from a practical
point of view since it removes all constants, except ✏, from the equation. Physically, this
is introducing dimensionless quantities and it tells us that the energy, E = ~!✏, of the
system will be given in units of ~! since ✏ must be a number.
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Ordinary linear differential equations



The problem
Solve ordinary, second order homogeneous or inhomogeneous diff. eqs.:

5 Ordinary linear di↵erential equations

In this chapter, our focus will be on linear, second order di↵erential equations of the form

↵2(x)y00 + ↵1(x)y0 + ↵0(x)y = f(x)
↵2(x)y00 + ↵1(x)y0 + ↵0(x)y = 0

�
(5.1)

where ↵0, ↵1 and ↵2 as well as f are given functions. Clearly, the upper equation is inhomogeneous with
source f and the lower equation is its homogeneous counterpart. In operator form this can be written as

Ty = f
Ty = 0

�
T = ↵2D

2 + ↵1D + ↵0 , (5.2)

where D = d

dx
. For the range of x we would like to consider the interval [a, b] ⇢ R (where the semi-infinite

and infinite case is allowed) and, provided ↵i 2 C1([a, b]), we can think of T as a linear operator T :
C1([a, b]) ! C1([a, b]). We note that the general di↵erential equations (4.20) for orthogonal polynomials
(and, hence, the Legendre, Laguerre and Hermitian di↵erentials equations in Eqs. (4.36), (4.52) and (4.65))
are homogeneous equations of the form (5.1).

The above equations are usually solved subject to additional conditions on the solution y and there
are two ways of imposing such conditions. The first one, which leads to what is called an initial value
problem, is to ask for solutions to either of Eqs. (5.1) which, in addition, satisfy the “initial conditions”

y(x0) = y0 , y0(x0) = y00 , (5.3)

for x0 2 [a, b] and given values y0, y00 2 R. Another possibility, which defines a boundary value problem, is
to ask for solutions to either of Eqs. (5.1) which satisfy the conditions

day(a) + nay
0(a) = ca , dby(b) + nby

0(b) = cb , (5.4)

where da, db, na, nb, ca, cb 2 R are given constants. In other words, we impose linear conditions on the
function at both endpoints of the interval [a, b]. If da = db = 0 so these become conditions on the first
derivate only they are called von Neumann boundary conditions. The opposite case na = nb = 0, when
the boundary conditions only involve y but not y0 are called Dirichlet boundary conditions. The general
case is referred to as mixed boundary conditions. For ca = cb = 0 the boundary conditions are called
homogeneous, otherwise they are called inhomogeneous.

Initial and boundary value problems, although related, are conceptually quite di↵erent. In physics,
the former are usually considered when the problem involves time evolution (so x corresponds to time)
and the initial state of the system needs to be specified at a particular time. Boundary value problems
frequently arise in physics when x has the interpretation of a spatial variable, for example the argument
of a wave function in quantum mechanics which needs to satisfy certain conditions at the boundary.

In this section, we will mainly be concerned with boundary value problems (initial value problems
having been the focus of the first year courses on di↵erential equations). We begin with a quick review of
the relevant basic mathematics.

5.1 Basic theory⇤

Systems of linear first order di↵erential equations
The most basic question which arises for di↵erential equations is about the existence and uniqueness of
solutions. To discuss this in the present case, it is useful to consider a somewhat more general problem of
a system of first order inhomogeneous and homogeneous di↵erential equations

y0 = A(x)y + g(x)
y0 = A(x)y

�
(5.5)
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are two ways of imposing such conditions. The first one, which leads to what is called an initial value
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frequently arise in physics when x has the interpretation of a spatial variable, for example the argument
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Solutions and how to find them

Back to second order linear di↵erential equations
How is the above discussion of first order di↵erential equations relevant to our original problem (5.1) of
second order di↵erential equations? The answer is, of course, that higher order di↵erential equations can
be converted into systems of first order di↵erential equations. To see this, start with the system (5.1) and
define an associated two-dimensional first order system of the form (5.5) given by

y =

✓
ỹ1
ỹ2

◆
, A =

✓
0 1

�↵0
↵2

�↵1
↵2

◆
, g =

✓
0
f

↵2

◆
. (5.10)

(We assume ↵2 is non-zero everywhere.) The solutions of this first-order system and the ones of the second
order equation (5.1) are then in one-to-one correspondence via the identification ỹ1 = y and ỹ2 = y0. Given
this observation we can now translate the previous statements for first order systems into statements for
second order di↵erential equations.

Theorem 5.4. Let ↵i, f : [a, b] ! F be continuous (and ↵2 non-zero on [a, b]). Then we have the following
statements:

(a) For given y0, y00 2 R and x0 2 [a, b], the inhomogeneous equation (5.1) has a unique solution y : [a, b] !
F with y(x0) = y0 and y0(x0) = y00.

(b)The solutions y : [a, b] ! F to the homogeneous equation form a two-dimensional vector space VH over
F . Two solutions y1 and y2 to the homogeneous equation form a basis of VH i↵ the matrix

✓
y1 y2
y01 y02

◆
(x) (5.11)

is non-singular for at least one x 2 [a, b] or, equivalently, i↵ the Wronski determinant

W := det

✓
y1 y2
y01 y02

◆
(x) = (y1y

0
2 � y2y

0
1)(x) (5.12)

is non-zero for at least one x 2 [a, b].

(c) The solution space VI of the inhomogeneous equation (5.1) is given by VI = y0 + VH , where y0 is any
solution to the inhomogeneous equation (5.1).

Proof. All these statements follow directly from the analogoues statements for first order systems in
Theorems 5.1 and 5.2 by using the correspondence (5.10).

The procedure of variation of constants in Theorem 5.3 can also be transferred to second order di↵erential
equations and leads to

Theorem 5.5. (Variation of constants) Let ↵i, g : [a, b] ! F be continuous (and ↵2 non-zero on [a, b]) and
y1, y2 : [a, b] ! F a basis of solutions for the homogeneous system (5.1). Then, a solution y : [a, b] ! F
of the inhomogeneous system is given by

y(x) =

Z
x

x0

dt G(x, t)f(t) , (5.13)

where G is called the Green function, given by

G(x, t) =
y1(t)y2(x) � y1(x)y2(t)

↵2(t)W (t)
, (5.14)

with the Wronski determinant W = y1y02 � y2y01.
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this observation we can now translate the previous statements for first order systems into statements for
second order di↵erential equations.

Theorem 5.4. Let ↵i, f : [a, b] ! F be continuous (and ↵2 non-zero on [a, b]). Then we have the following
statements:

(a) For given y0, y00 2 R and x0 2 [a, b], the inhomogeneous equation (5.1) has a unique solution y : [a, b] !
F with y(x0) = y0 and y0(x0) = y00.

(b)The solutions y : [a, b] ! F to the homogeneous equation form a two-dimensional vector space VH over
F . Two solutions y1 and y2 to the homogeneous equation form a basis of VH i↵ the matrix

✓
y1 y2
y01 y02

◆
(x) (5.11)

is non-singular for at least one x 2 [a, b] or, equivalently, i↵ the Wronski determinant

W := det

✓
y1 y2
y01 y02

◆
(x) = (y1y

0
2 � y2y

0
1)(x) (5.12)

is non-zero for at least one x 2 [a, b].

(c) The solution space VI of the inhomogeneous equation (5.1) is given by VI = y0 + VH , where y0 is any
solution to the inhomogeneous equation (5.1).

Proof. All these statements follow directly from the analogoues statements for first order systems in
Theorems 5.1 and 5.2 by using the correspondence (5.10).

The procedure of variation of constants in Theorem 5.3 can also be transferred to second order di↵erential
equations and leads to

Theorem 5.5. (Variation of constants) Let ↵i, g : [a, b] ! F be continuous (and ↵2 non-zero on [a, b]) and
y1, y2 : [a, b] ! F a basis of solutions for the homogeneous system (5.1). Then, a solution y : [a, b] ! F
of the inhomogeneous system is given by

y(x) =

Z
x

x0

dt G(x, t)f(t) , (5.13)

where G is called the Green function, given by

G(x, t) =
y1(t)y2(x) � y1(x)y2(t)

↵2(t)W (t)
, (5.14)

with the Wronski determinant W = y1y02 � y2y01.

74

is non-zero.

•  structure of solution space

Example: y00 + y = 0

<latexit sha1_base64="HS8Sr0CKoxP0uyT1XVxxNl0z0kE=">AAAB7nicbVBNSwMxEJ31s9avqkcvwSIVhLIrFT0oFLx4rGA/oF1KNs22odlkSbLCsvRHePGgiFd/jzf/jWm7B219MPB4b4aZeUHMmTau++2srK6tb2wWtorbO7t7+6WDw5aWiSK0SSSXqhNgTTkTtGmY4bQTK4qjgNN2ML6b+u0nqjST4tGkMfUjPBQsZAQbK7XTSuU8vXX7pbJbdWdAy8TLSRlyNPqlr95AkiSiwhCOte56bmz8DCvDCKeTYi/RNMZkjIe0a6nAEdV+Njt3gk6tMkChVLaEQTP190SGI63TKLCdETYjvehNxf+8bmLCaz9jIk4MFWS+KEw4MhJNf0cDpigxPLUEE8XsrYiMsMLE2ISKNgRv8eVl0rqoerXq5UOtXL/J4yjAMZzAGXhwBXW4hwY0gcAYnuEV3pzYeXHenY9564qTzxzBHzifP+ALjpo=</latexit>

y1(x) = sin(x) , y2(x) = cos(x)
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Back to second order linear di↵erential equations
How is the above discussion of first order di↵erential equations relevant to our original problem (5.1) of
second order di↵erential equations? The answer is, of course, that higher order di↵erential equations can
be converted into systems of first order di↵erential equations. To see this, start with the system (5.1) and
define an associated two-dimensional first order system of the form (5.5) given by

y =

✓
ỹ1
ỹ2

◆
, A =

✓
0 1

�↵0
↵2

�↵1
↵2

◆
, g =

✓
0
f

↵2

◆
. (5.10)

(We assume ↵2 is non-zero everywhere.) The solutions of this first-order system and the ones of the second
order equation (5.1) are then in one-to-one correspondence via the identification ỹ1 = y and ỹ2 = y0. Given
this observation we can now translate the previous statements for first order systems into statements for
second order di↵erential equations.

Theorem 5.4. Let ↵i, f : [a, b] ! F be continuous (and ↵2 non-zero on [a, b]). Then we have the following
statements:

(a) For given y0, y00 2 R and x0 2 [a, b], the inhomogeneous equation (5.1) has a unique solution y : [a, b] !
F with y(x0) = y0 and y0(x0) = y00.

(b)The solutions y : [a, b] ! F to the homogeneous equation form a two-dimensional vector space VH over
F . Two solutions y1 and y2 to the homogeneous equation form a basis of VH i↵ the matrix

✓
y1 y2
y01 y02

◆
(x) (5.11)

is non-singular for at least one x 2 [a, b] or, equivalently, i↵ the Wronski determinant

W := det

✓
y1 y2
y01 y02

◆
(x) = (y1y

0
2 � y2y

0
1)(x) (5.12)

is non-zero for at least one x 2 [a, b].

(c) The solution space VI of the inhomogeneous equation (5.1) is given by VI = y0 + VH , where y0 is any
solution to the inhomogeneous equation (5.1).

Proof. All these statements follow directly from the analogoues statements for first order systems in
Theorems 5.1 and 5.2 by using the correspondence (5.10).

The procedure of variation of constants in Theorem 5.3 can also be transferred to second order di↵erential
equations and leads to

Theorem 5.5. (Variation of constants) Let ↵i, g : [a, b] ! F be continuous (and ↵2 non-zero on [a, b]) and
y1, y2 : [a, b] ! F a basis of solutions for the homogeneous system (5.1). Then, a solution y : [a, b] ! F
of the inhomogeneous system is given by

y(x) =

Z
x

x0

dt G(x, t)f(t) , (5.13)

where G is called the Green function, given by

G(x, t) =
y1(t)y2(x) � y1(x)y2(t)

↵2(t)W (t)
, (5.14)

with the Wronski determinant W = y1y02 � y2y01.
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Green function

Example: 

As in the Legendre case, the di↵erential equation (5.35) also makes sense if n is a real number. If n /2 N
then the numerator in Eq. (5.37) never vanishes and both solutions to (5.35) are non-polynomial. (This
observation plays a role for the energy quantisation of the quantum harmonic oscillator.)

Of course the above procedure can be repeated for the Laguerre di↵erential equation (4.52) as in the
following

Exercise 5.11. Insert the series Ansatz (5.27) into the Laguerre di↵erential equation (4.52) and find
the recursion relation for the coe�cients ak. Discuss the result and identify the choices which lead to the
Laguerre polynomials.

A simple inhomogeneous example
For a simple inhomogeneous case, let us consider the equation

Ty = f , T =
d2

dx2
+ 1 (5.38)

on the interval [a, b] = [0, ⇡

2 ], where f is an arbitrary function. (This describes a driven harmonic oscillator
with driving force f .) It is clear that the solution space of the associated homogeneous equation, Ty = 0,
is given by

VH = Span (y1(x) = sin(x), y2(x) = cos(x)) . (5.39)

As a sanity check we can work out the Wronski determinant

W = y1y
0
2 � y2y

0
1 = �1 , (5.40)

and since this is non-vanishing the two solutions are indeed linearly independent. To find the solution
space of the inhomogeneous equation we can use the variation of constant method from Theorem 5.5.
Inserting y1 = sin, y2 = cos, W = �1 and ↵2 = 1 into Eq. (5.14) we find for the Green function

G(x, t) = sin(x � t) . (5.41)

From Eq. (5.19) this means a special solution to the inhomogeneous equation is given by

y0(x) =

Z
x

x0

dt G(x, t)f(t) =

Z
x

x0

dt sin(x � t)f(t) , (5.42)

and, hence, the solution space of the inhomogeneous equation is

VI = y0 + VH . (5.43)

Exercise 5.12. Check explicitly that y0 from Eq. (5.42) satisfies the equation Ty0 = f .

Let us now consider Eq. (5.38) as a boundary value problem on the interval [a, b] = [0, ⇡

2 ] with Dirichlet
boundary conditions y(0) = y(⇡/2) = 0 and apply the results of Theorem 5.6. First, we note that
y1(0) = y2(⇡/2) = 0 so our chosen homogeneous solutions do indeed satisfy the requirements of the
Theorem. Inserting y1 = sin, y2 = cos, W = �1 and ↵2 = 1 into Eq. (5.20) gives the Green function

G(x, t) = � sin(t) cos(x) ✓(x � t) � sin(x) cos(t) ✓(t � x) , (5.44)

and hence

y(x) =

Z
⇡/2

0
dt G(x, t)f(t) (5.45)

satisfies Ty = f as well as the correct boundary conditions y(0) = y(⇡/2) = 0. We note that there is no
non-trivial solution in VH which satisfies y(0) = y(⇡/2) = 0 so Eq. (5.45) is the unique solution to the
boundary value problem.
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Z
x

x0
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Z
x

x0
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Exercise 5.12. Check explicitly that y0 from Eq. (5.42) satisfies the equation Ty0 = f .

Let us now consider Eq. (5.38) as a boundary value problem on the interval [a, b] = [0, ⇡

2 ] with Dirichlet
boundary conditions y(0) = y(⇡/2) = 0 and apply the results of Theorem 5.6. First, we note that
y1(0) = y2(⇡/2) = 0 so our chosen homogeneous solutions do indeed satisfy the requirements of the
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and hence

y(x) =

Z
⇡/2

0
dt G(x, t)f(t) (5.45)

satisfies Ty = f as well as the correct boundary conditions y(0) = y(⇡/2) = 0. We note that there is no
non-trivial solution in VH which satisfies y(0) = y(⇡/2) = 0 so Eq. (5.45) is the unique solution to the
boundary value problem.
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•  How to find a solution to the hom. eqs. (if you already have one)

Suppose   is a solution,         . Then, another solution    can be obtained by  

Proof. The two homogeneous solutions y1 and y2 satisfy Ty1 = Ty2 = 0 with the operator T from Eq. (5.2)
and the conditions y1(a) = y2(b) = 0 can always be imposed since we know there exists a solution for any
choice of initial condition. Now we start with a typical variation of constant Ansatz

y(x) = u1(x)y1(x) + u2(x)y2(x) , (5.21)

where u1, u2 are two functions to be determined. If we impose on those two functions the condition

u0
1y1 + u0

2y2 = 0 (5.22)

an easy calculation shows that

Ty = ↵2(u
0
1y

0
1 + u0

2y
0
2)

!
= f . (5.23)

Solving Eqs. (5.22) and (5.23) for u1 and u2 leads to

u1(x) = �
Z

x

x1

dt
y2(t)f(t)

↵2(t)W (t)
, u2(x) =

Z
x

x2

dt
y1(t)f(t)

↵2(t)W (t)
, (5.24)

where x1, x2 2 [a, b] are two otherwise arbitrary constants. To implement the boundary conditions y(a) =
y(b) = 0 it su�ces to demand that u1(b) = u2(a) = 0 (given our assumptions about the boundary values
of y1 and y2) and this is guaranteed by choosing x1 = b and x2 = a. Inserting these values into Eq. (5.24)
and the expressions for ui back into the Ansatz (5.21) gives the desired result.

Whether Eq. (5.19) is the unique solutions to the boundary value problem (5.18) depends on whether
there is a non-trivial solution to the homogeneous equations in VH which satisfies the relevant boundary
conditions y(a) = y(b) = 0. If there is it can be added to (5.19) and the solution is not unique, otherwise
it is. More generally, going back to the way we have split up the problem into two steps in Eqs. (5.16) and
(5.17), we have now found a method to find a solutions to the second problem (5.17) (the inhomogeneous
equation with the homogeneous boundary conditions) for the Dirichlet case. Any solution to the first
problem (5.16) (the homogeneous equation with inhomogeneous boundary conditions) can be added to
this.

Solving the homogeneous equation
It remains to discuss methods for how to solve the homogeneous equation (5.1). If one solution to this
equation is known a second, linearly independent solution is obtained from the following

Theorem 5.7. (Reduction of order) Let y : [a, b] ! F be a solution of Ty = 0 with T given in Eq. (5.2)
and I ⇢ [a, b] be an interval for which y and ↵2 are everywhere non-vanishing. Then ỹ : I ! F defined by

ỹ(x) = y(x)u(x) , u0(x) =
1

y(x)2
exp

✓
�
Z

x

x0

dt
↵1(t)

↵2(t)

◆
(5.25)

satisfies T ỹ = 0 and is linearly independent from y.

Proof. An easy calculation shows that the function u, defined above, satisfies the di↵erential equation

u00 +

✓
2
y0

y
+

↵1

↵2

◆
u0 = 0 . (5.26)

With ỹ0 = yu0 + y0u and ỹ00 = yu00 + 2y0u0 + y00u = �↵1
↵2

yu0 + y00u it is easy to show that T ỹ = uTy which
vanishes since Ty = 0.

The Wronski determinant of the two solutions y and ỹ is W = yỹ0 � y0ỹ = y(yu0 + y0u) � y0yu = y2u0

and this is non-zero since the last expression is precisely the exponential in Eq. (5.25). Hence, the two
solutions are independent.
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vanishes since Ty = 0.

The Wronski determinant of the two solutions y and ỹ is W = yỹ0 � y0ỹ = y(yu0 + y0u) � y0yu = y2u0
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Example: The other solution to the (n=1) Legendre diff. eqn.

Exercise 5.8. Show explicitly that, for suitable choices of a0 and a1, the recursion formula (5.30) repro-
duces the first few Legendre polynomials in Eq. (4.35).

Of course the di↵erential equation (5.28) also makes sense if n is a real number, rather than an integer,
and the above calculation leading to the coe�cients ak remains valid in this case. However, if n /2 N, the
numerator in Eq. (5.30) never vanishes and both solutions to (5.28) are non-polynomial.

To find the second solution we can also use the reduction of order method from Theorem 5.7. To
demonstrate how this works we focus on the case n = 1 with di↵erential equation

(1 � x2)y00 � 2xy0 + 2y = 0 . (5.31)

which is solved by the Legendre polynomial y(x) = P1(x) = x. Inserting this, together with ↵1(x) = �2x
and ↵2(x) = 1 � x2 into Eq. (5.25) gives

u0(x) =
1

x2
exp

✓Z
x

dt
2t

1 � t2

◆
=

1

x2(1 � x2)
(5.32)

A further integration leads to

u(x) = �1

x
+

1

2
ln

1 + x

1 � x
(5.33)

so the second solution to the Legendre equation (5.31) for n = 1 is

ỹ(x) = xu(x) =
x

2
ln

1 + x

1 � x
� 1 . (5.34)

Exercise 5.9. Find the Taylor series of the solution (5.34) around x = 0 and show that the coe�cients
in this series are consistent with the recursion formula (5.30).

Hermite di↵erential equation
Recall from Eq. (4.65) that the Hermite di↵erential equation is given by

y00 � 2xy0 + 2ny = 0 . (5.35)

To find its solutions we can proceed like we did in the Legendre case and insert the series (5.27). This
leads to

1X

k=0

[(k + 1)(k + 2)ak+2 � 2(k � n)ak] x
k = 0 , (5.36)

and, hence, the recursion relation

ak+2 =
2(k � n)

(k + 1)(k + 2)
ak . (5.37)

As before, we have a free choice of a0 and a1 but with those two coe�cients fixed the recursion formula
determines all others. From the numerator in Eq. (5.37) it is clear that ak = 0 for k = n+2, n+4, . . .. For
n even and (a0, a1) = (1, 0) we get a polynomial with only even powers of x - up to an overall constant
the Hermite Polynomial Hn with n even - while (a0, a1) = (0, 1) leads to an infinite series with only odd
powers of x - the second solution of (5.28). For n odd the choice (a0, a1) = (0, 1) leads to a polynomial
solution with only odd powers of x which is proportional to the Hermite polynomials Hn for n odd, while
the choice (a0, a1) = (1, 0) leads to a power series with only even powers of x.

Exercise 5.10. Show that, for appropriate choices of a0 and a1 the recursion formula reproduces the first
few Hermite polynomials (4.64).
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✓Z
x

dt
2t

1 � t2

◆
=

1

x2(1 � x2)
(5.32)

A further integration leads to

u(x) = �1

x
+

1

2
ln

1 + x

1 � x
(5.33)

so the second solution to the Legendre equation (5.31) for n = 1 is

ỹ(x) = xu(x) =
x

2
ln

1 + x

1 � x
� 1 . (5.34)

Exercise 5.9. Find the Taylor series of the solution (5.34) around x = 0 and show that the coe�cients
in this series are consistent with the recursion formula (5.30).

Hermite di↵erential equation
Recall from Eq. (4.65) that the Hermite di↵erential equation is given by

y00 � 2xy0 + 2ny = 0 . (5.35)

To find its solutions we can proceed like we did in the Legendre case and insert the series (5.27). This
leads to

1X

k=0

[(k + 1)(k + 2)ak+2 � 2(k � n)ak] x
k = 0 , (5.36)

and, hence, the recursion relation

ak+2 =
2(k � n)

(k + 1)(k + 2)
ak . (5.37)

As before, we have a free choice of a0 and a1 but with those two coe�cients fixed the recursion formula
determines all others. From the numerator in Eq. (5.37) it is clear that ak = 0 for k = n+2, n+4, . . .. For
n even and (a0, a1) = (1, 0) we get a polynomial with only even powers of x - up to an overall constant
the Hermite Polynomial Hn with n even - while (a0, a1) = (0, 1) leads to an infinite series with only odd
powers of x - the second solution of (5.28). For n odd the choice (a0, a1) = (0, 1) leads to a polynomial
solution with only odd powers of x which is proportional to the Hermite polynomials Hn for n odd, while
the choice (a0, a1) = (1, 0) leads to a power series with only even powers of x.

Exercise 5.10. Show that, for appropriate choices of a0 and a1 the recursion formula reproduces the first
few Hermite polynomials (4.64).
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Exercise 5.8. Show explicitly that, for suitable choices of a0 and a1, the recursion formula (5.30) repro-
duces the first few Legendre polynomials in Eq. (4.35).

Of course the di↵erential equation (5.28) also makes sense if n is a real number, rather than an integer,
and the above calculation leading to the coe�cients ak remains valid in this case. However, if n /2 N, the
numerator in Eq. (5.30) never vanishes and both solutions to (5.28) are non-polynomial.
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demonstrate how this works we focus on the case n = 1 with di↵erential equation
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Exercise 5.9. Find the Taylor series of the solution (5.34) around x = 0 and show that the coe�cients
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leads to
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and, hence, the recursion relation
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(k + 1)(k + 2)
ak . (5.37)

As before, we have a free choice of a0 and a1 but with those two coe�cients fixed the recursion formula
determines all others. From the numerator in Eq. (5.37) it is clear that ak = 0 for k = n+2, n+4, . . .. For
n even and (a0, a1) = (1, 0) we get a polynomial with only even powers of x - up to an overall constant
the Hermite Polynomial Hn with n even - while (a0, a1) = (0, 1) leads to an infinite series with only odd
powers of x - the second solution of (5.28). For n odd the choice (a0, a1) = (0, 1) leads to a polynomial
solution with only odd powers of x which is proportional to the Hermite polynomials Hn for n odd, while
the choice (a0, a1) = (1, 0) leads to a power series with only even powers of x.

Exercise 5.10. Show that, for appropriate choices of a0 and a1 the recursion formula reproduces the first
few Hermite polynomials (4.64).
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Exercise 5.8. Show explicitly that, for suitable choices of a0 and a1, the recursion formula (5.30) repro-
duces the first few Legendre polynomials in Eq. (4.35).

Of course the di↵erential equation (5.28) also makes sense if n is a real number, rather than an integer,
and the above calculation leading to the coe�cients ak remains valid in this case. However, if n /2 N, the
numerator in Eq. (5.30) never vanishes and both solutions to (5.28) are non-polynomial.

To find the second solution we can also use the reduction of order method from Theorem 5.7. To
demonstrate how this works we focus on the case n = 1 with di↵erential equation

(1 � x2)y00 � 2xy0 + 2y = 0 . (5.31)

which is solved by the Legendre polynomial y(x) = P1(x) = x. Inserting this, together with ↵1(x) = �2x
and ↵2(x) = 1 � x2 into Eq. (5.25) gives
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so the second solution to the Legendre equation (5.31) for n = 1 is

ỹ(x) = xu(x) =
x

2
ln

1 + x

1 � x
� 1 . (5.34)

Exercise 5.9. Find the Taylor series of the solution (5.34) around x = 0 and show that the coe�cients
in this series are consistent with the recursion formula (5.30).

Hermite di↵erential equation
Recall from Eq. (4.65) that the Hermite di↵erential equation is given by

y00 � 2xy0 + 2ny = 0 . (5.35)

To find its solutions we can proceed like we did in the Legendre case and insert the series (5.27). This
leads to

1X
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[(k + 1)(k + 2)ak+2 � 2(k � n)ak] x
k = 0 , (5.36)

and, hence, the recursion relation

ak+2 =
2(k � n)

(k + 1)(k + 2)
ak . (5.37)

As before, we have a free choice of a0 and a1 but with those two coe�cients fixed the recursion formula
determines all others. From the numerator in Eq. (5.37) it is clear that ak = 0 for k = n+2, n+4, . . .. For
n even and (a0, a1) = (1, 0) we get a polynomial with only even powers of x - up to an overall constant
the Hermite Polynomial Hn with n even - while (a0, a1) = (0, 1) leads to an infinite series with only odd
powers of x - the second solution of (5.28). For n odd the choice (a0, a1) = (0, 1) leads to a polynomial
solution with only odd powers of x which is proportional to the Hermite polynomials Hn for n odd, while
the choice (a0, a1) = (1, 0) leads to a power series with only even powers of x.

Exercise 5.10. Show that, for appropriate choices of a0 and a1 the recursion formula reproduces the first
few Hermite polynomials (4.64).
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the Hermite Polynomial Hn with n even - while (a0, a1) = (0, 1) leads to an infinite series with only odd
powers of x - the second solution of (5.28). For n odd the choice (a0, a1) = (0, 1) leads to a polynomial
solution with only odd powers of x which is proportional to the Hermite polynomials Hn for n odd, while
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•  How to find a solution to the hom. eqs. in the first place

Obtaining a second independent solution from a known one can be useful but how can we find a solution
in the first place? A very common and e�cient method is to start with a power series Ansatz

y(x) =
1X

k=0

akx
k . (5.27)

Of course, this is only practical if the functions ↵i which appear in T are polynomial. In this case, the idea
is to insert the Ansatz (5.27) into Ty = 0, assemble the coe�cient in front of xk and set this coe�cient
to zero for every k. In this way, one obtains a recursion relation for the ak and inserting the resulting
ak back into Eq (5.27) gives the solution in terms of a power series. Of course this is where the di�cult
work starts. Now one has to understand the properties of the so-obtained series, such as convergence,
singularities or asymptotic behaviour. All this is best demonstrated for examples and we will do this
shortly.

5.2 Examples

We would now like to apply some of the methods and results from the previous subsection to examples.

Legendre di↵erential equation
Recall from Eq. (4.36) the Legendre di↵erential equation

(1 � x2)y00 � 2xy0 + n(n + 1)y = 0 . (5.28)

Of course we know that the Legendre polynomials are solutions but we would like to derive this indepen-
dently (as well as finding the second solution which must exist) by using the power series method. Inserting
the series (5.27) into the Legendre di↵erential equation gives (after re-defining some of the summation
indices)

1X

k=0

[(k + 2)(k + 1)ak+2 � (k(k + 1) � n(n + 1))ak] x
k = 0 . (5.29)

Demanding that the coe�cient in front of every monomial xk vanishes (then and only then is a power
series identical to zero) we obtain the recursion formula

ak+2 =
k(k + 1) � n(n + 1)

(k + 1)(k + 2)
ak , k = 0, 1, . . . , (5.30)

for the coe�cients ak. There are a number of interesting features of this formula. First, the coe�cients a0
and a1 are not fixed but once values have been chosen for them the above recursion formula determines all
other ak. This freedom of choosing two coe�cients precisely corresponds to the two independent solutions
we expect. The second interesting feature is that, due to the structure of the numerator in Eq. (5.30),
ak = 0 for k = n + 2, n + 4, . . ..

To see what happens in more detail let’s first assume that n is even. Choose (a0, a1) = (1, 0). In this
case all ak with k odd vanish and the ak with k even are non-zero only for k  n. This means, the series
breaks down and turns into a polynomial - this is of course (propertional to) the Legendre polynomial Pn

for n even. Still for n even, make the complementary choice (a0, a1) = (0, 1). In this case all the ak with
k even are zero. However, for k odd and n even the numerator in Eq. (5.30) never vanishes so this leads
to an infinite series which only contains odd powers of x. This is the second solution, in addition to the
Legendre polynomials. For n odd the situation is of course similar but reversed. For (a0, a1) = (0, 1) we
get polynomials - the Legendre polynomial Pn for n odd - while for (a0, a1) = (1, 0) we get the second
solution, an infinite series with only even powers of x.
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Example: Legendre differential equation

Obtaining a second independent solution from a known one can be useful but how can we find a solution
in the first place? A very common and e�cient method is to start with a power series Ansatz

y(x) =
1X

k=0

akx
k . (5.27)

Of course, this is only practical if the functions ↵i which appear in T are polynomial. In this case, the idea
is to insert the Ansatz (5.27) into Ty = 0, assemble the coe�cient in front of xk and set this coe�cient
to zero for every k. In this way, one obtains a recursion relation for the ak and inserting the resulting
ak back into Eq (5.27) gives the solution in terms of a power series. Of course this is where the di�cult
work starts. Now one has to understand the properties of the so-obtained series, such as convergence,
singularities or asymptotic behaviour. All this is best demonstrated for examples and we will do this
shortly.

5.2 Examples

We would now like to apply some of the methods and results from the previous subsection to examples.

Legendre di↵erential equation
Recall from Eq. (4.36) the Legendre di↵erential equation

(1 � x2)y00 � 2xy0 + n(n + 1)y = 0 . (5.28)

Of course we know that the Legendre polynomials are solutions but we would like to derive this indepen-
dently (as well as finding the second solution which must exist) by using the power series method. Inserting
the series (5.27) into the Legendre di↵erential equation gives (after re-defining some of the summation
indices)

1X

k=0

[(k + 2)(k + 1)ak+2 � (k(k + 1) � n(n + 1))ak] x
k = 0 . (5.29)

Demanding that the coe�cient in front of every monomial xk vanishes (then and only then is a power
series identical to zero) we obtain the recursion formula

ak+2 =
k(k + 1) � n(n + 1)

(k + 1)(k + 2)
ak , k = 0, 1, . . . , (5.30)

for the coe�cients ak. There are a number of interesting features of this formula. First, the coe�cients a0
and a1 are not fixed but once values have been chosen for them the above recursion formula determines all
other ak. This freedom of choosing two coe�cients precisely corresponds to the two independent solutions
we expect. The second interesting feature is that, due to the structure of the numerator in Eq. (5.30),
ak = 0 for k = n + 2, n + 4, . . ..

To see what happens in more detail let’s first assume that n is even. Choose (a0, a1) = (1, 0). In this
case all ak with k odd vanish and the ak with k even are non-zero only for k  n. This means, the series
breaks down and turns into a polynomial - this is of course (propertional to) the Legendre polynomial Pn

for n even. Still for n even, make the complementary choice (a0, a1) = (0, 1). In this case all the ak with
k even are zero. However, for k odd and n even the numerator in Eq. (5.30) never vanishes so this leads
to an infinite series which only contains odd powers of x. This is the second solution, in addition to the
Legendre polynomials. For n odd the situation is of course similar but reversed. For (a0, a1) = (0, 1) we
get polynomials - the Legendre polynomial Pn for n odd - while for (a0, a1) = (1, 0) we get the second
solution, an infinite series with only even powers of x.
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Obtaining a second independent solution from a known one can be useful but how can we find a solution
in the first place? A very common and e�cient method is to start with a power series Ansatz

y(x) =
1X

k=0

akx
k . (5.27)

Of course, this is only practical if the functions ↵i which appear in T are polynomial. In this case, the idea
is to insert the Ansatz (5.27) into Ty = 0, assemble the coe�cient in front of xk and set this coe�cient
to zero for every k. In this way, one obtains a recursion relation for the ak and inserting the resulting
ak back into Eq (5.27) gives the solution in terms of a power series. Of course this is where the di�cult
work starts. Now one has to understand the properties of the so-obtained series, such as convergence,
singularities or asymptotic behaviour. All this is best demonstrated for examples and we will do this
shortly.

5.2 Examples

We would now like to apply some of the methods and results from the previous subsection to examples.

Legendre di↵erential equation
Recall from Eq. (4.36) the Legendre di↵erential equation

(1 � x2)y00 � 2xy0 + n(n + 1)y = 0 . (5.28)

Of course we know that the Legendre polynomials are solutions but we would like to derive this indepen-
dently (as well as finding the second solution which must exist) by using the power series method. Inserting
the series (5.27) into the Legendre di↵erential equation gives (after re-defining some of the summation
indices)

1X

k=0

[(k + 2)(k + 1)ak+2 � (k(k + 1) � n(n + 1))ak] x
k = 0 . (5.29)

Demanding that the coe�cient in front of every monomial xk vanishes (then and only then is a power
series identical to zero) we obtain the recursion formula

ak+2 =
k(k + 1) � n(n + 1)

(k + 1)(k + 2)
ak , k = 0, 1, . . . , (5.30)

for the coe�cients ak. There are a number of interesting features of this formula. First, the coe�cients a0
and a1 are not fixed but once values have been chosen for them the above recursion formula determines all
other ak. This freedom of choosing two coe�cients precisely corresponds to the two independent solutions
we expect. The second interesting feature is that, due to the structure of the numerator in Eq. (5.30),
ak = 0 for k = n + 2, n + 4, . . ..
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•  How to satisfy the boundary conditions

- Find all hom. solutions, VH
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- Find all solutions in     which satisfy the right boundary conditions  

- Construct inhom. solution which satisfies the right boundary conditions  ???



•  How to find a solution to inhom. eqs. which satisfies boundary conditions

Proof. This follows directly from the above results for first order systems. More specifically, inserting

Y =

✓
y1 y2
y01 y02

◆
, Y �1 =

1

W

✓
y02 �y2

�y01 y1

◆
(5.15)

together with g from Eq. (5.10) into Eq. (5.8) gives the result.

Back to the boundary value problem
We have now collected a number of standard results which imply that the initial value problem defined
by Eqs. (5.1) and (5.3) always has a unique solution. Also, we have gained insight into the structure
of the total solution space VH of the homogeneous Eq. (5.1) and we know that this space is a two-
dimensional vector space. Further, the space of solutions VI to the inhomogeneous Equation (5.1) is given
by VI =  + VH , where  is any solution to the inhomogeneous equation. We have also seen that we can
use a basis of solutions in VH to construct a Green function (5.14) which allows us, via Eq. (5.19), to find
a solution to the inhomogeneous equation.

Armed with this information, we should now come back to the boundary value problem defined by
Eqs. (5.1) and (5.4). It is quite useful to split this problem up in the following way. Consider first finding
a solution y0 to the problem

↵2(x)y000 + ↵1(x)y00 + ↵0(x)y0 = 0 , day0(a) + nay
0
0(a) = ca , dby0(b) + nby

0
0(b) = cb , (5.16)

that is, to the homogeneous equation with the inhomogeneous boundary conditions. Next, find a solution
ỹ to

↵2(x)ỹ00 + ↵1(x)ỹ0 + ↵0(x)ỹ = f(x) , daỹ(a) + naỹ
0(a) = 0 , dbỹ(b) + nbỹ

0(b) = 0 , (5.17)

that is, to the inhomogeneous di↵erential equation with a homogeneous version of the boundary conditions.
It is easy to see that, thanks to linearity, the sum y = y0 + ỹ provides a solution to the general problem,
that is, to the inhomogeneous Eq. (5.1) with inhomogeneous boundary conditions (5.4). We can deal with
the first problem (5.16) by finding the most general solution to the homogeneous di↵erential equation,
that is, determine the solution space VH , and then build in the boundary condition. We will discuss some
practical methods to do this soon but for now, let us assume this has been accomplished and we want to
solve the problem (5.17).

The idea is to do this by modifying the variation of constants approach from Theorem (5.5) and
construct a Green function which leads to the correct boundary conditions. Let’s address this for the case
of Dirichlet boundary conditions, so we are considering the problem

↵2(x)y00 + ↵1(x)y0 + ↵0(x)y = f(x) , y(a) = 0 , y(b) = 0 . (5.18)

Theorem 5.6. Let y1, y2 : [a, b] ! F be a basis of VH , that is, a basis of solutions to the homogeneous
system (5.1), satisfying y1(a) = y2(b) = 0. Then a solution y : [a, b] ! F to the Dirichlet boundary value
problem (5.18) is given by

y(x) =

Z
b

a

dt G(x, t)f(t) , (5.19)

where the Green function G is given by

G(x, t) =
y1(t)y2(x)✓(x � t) + y1(x)y2(t)✓(t � x)

↵2(t)W (t)
. (5.20)

Here ✓ is the Heaviside function defined by ✓(x) = 1 for x � 0 and ✓(x) = 0 for x < 0.
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E.g. Dirichlet:
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It is easy to see that, thanks to linearity, the sum y = y0 + ỹ provides a solution to the general problem,
that is, to the inhomogeneous Eq. (5.1) with inhomogeneous boundary conditions (5.4). We can deal with
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where the Green function G is given by

G(x, t) =
y1(t)y2(x)✓(x � t) + y1(x)y2(t)✓(t � x)

↵2(t)W (t)
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Here ✓ is the Heaviside function defined by ✓(x) = 1 for x � 0 and ✓(x) = 0 for x < 0.
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(where                  ) 

Example: 

As in the Legendre case, the di↵erential equation (5.35) also makes sense if n is a real number. If n /2 N
then the numerator in Eq. (5.37) never vanishes and both solutions to (5.35) are non-polynomial. (This
observation plays a role for the energy quantisation of the quantum harmonic oscillator.)

Of course the above procedure can be repeated for the Laguerre di↵erential equation (4.52) as in the
following

Exercise 5.11. Insert the series Ansatz (5.27) into the Laguerre di↵erential equation (4.52) and find
the recursion relation for the coe�cients ak. Discuss the result and identify the choices which lead to the
Laguerre polynomials.

A simple inhomogeneous example
For a simple inhomogeneous case, let us consider the equation

Ty = f , T =
d2

dx2
+ 1 (5.38)

on the interval [a, b] = [0, ⇡

2 ], where f is an arbitrary function. (This describes a driven harmonic oscillator
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Lemma 5.2. The functions Ĵ⌫k for k = 1, 2, . . ., defined in Eq. (5.61) form an orthogonal system of
functions on L2

w([0, a]), where w(x) = x, which is ortho-normal for suitable choices of the constans N⌫k.

Proof. A calculation using the definition (5.61) and the Bessel di↵erential equations shows that the Ĵ⌫k

satisfy

T Ĵ⌫k = �
z2
⌫k

a2
Ĵ⌫k , T =

1

x

d

dx

✓
x

d

dx

◆
� ⌫2

x2
. (5.62)

Hence, the Ĵ⌫k are eigenvectors of the operator T with eigenvalues �z2
⌫k

/a2. On the space L2
w,per([0, a])

of functions with f(0) = f(a) and weight function w(x) = x the operator T is hermitian and Ĵ⌫k 2
L2
w,per([0, a]) (since they vanish at x = 0, a). Since eigenvectors of a hermitian operator which correspond to

di↵erent eigenvalues are orthogonal this must be the case for the Ĵ⌫k since all the zeros z⌫k are di↵erent.

In fact, we have the following stronger statement.

Theorem 5.14. For ⌫ > �1, the functions Ĵ⌫k for k = 1, 2, . . ., defined in Eq. (5.61), with suitable choices
for N⌫k, form an ortho-normal basis of L2

w([0, a]), where w(x) = x.

Proof. The direct proof is technical and can be found in Ref. [7]. In the next subsection, we will see an
independent argument.

The theorem implies that every function f 2 L2
w([0, a]) can be expanded in terms of Bessel functions as

f =
1X

k=1

akĴ⌫k , ak = hĴ⌫k, fi =

Z
a

0
dx xĴ⌫k(x)f(x) . (5.63)

5.4 The operator perspective - Sturm-Liouville operators

So far we have discussed second order linear di↵erentials equations in a somewhat down-to-earth way,
using methods of basic analysis. We would now like to make contact with functional analysis and our
earlier discussion of Hilbert spaces.

Sturm-Liouville operators
A second order di↵erential operator of the form

TSL =
1

w(x)


d

dx

✓
p(x)

d

dx

◆
+ q(x)

�
(5.64)

with (real-valued) smooth functions w, p and q is called a Sturm-Liouville operator. For now, we would
like to think of this as an operator on the space

L([a, b]) := L2
w([a, b]) \ C1([a, b]) (5.65)

on the space square integrable functions, relative to a weight function w, on an interval [a, b] which are
also infinitely many times di↵erentiable. Accordingly, we should demand that w, p and q are smooth
functions and that w, as a weight function, is strictly positive.

Lemma 5.3. Consider a linear second order di↵erential operator of the form

T = ↵2(x)
d2

dx2
+ ↵1(x)

d

dx
+ ↵0(x) , (5.66)
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functions on L2

w([0, a]), where w(x) = x, which is ortho-normal for suitable choices of the constans N⌫k.

Proof. A calculation using the definition (5.61) and the Bessel di↵erential equations shows that the Ĵ⌫k
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z2
⌫k

a2
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1

x

d

dx

✓
x

d

dx

◆
� ⌫2

x2
. (5.62)

Hence, the Ĵ⌫k are eigenvectors of the operator T with eigenvalues �z2
⌫k

/a2. On the space L2
w,per([0, a])

of functions with f(0) = f(a) and weight function w(x) = x the operator T is hermitian and Ĵ⌫k 2
L2
w,per([0, a]) (since they vanish at x = 0, a). Since eigenvectors of a hermitian operator which correspond to

di↵erent eigenvalues are orthogonal this must be the case for the Ĵ⌫k since all the zeros z⌫k are di↵erent.

In fact, we have the following stronger statement.
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Proof. The direct proof is technical and can be found in Ref. [7]. In the next subsection, we will see an
independent argument.
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w([0, a]) can be expanded in terms of Bessel functions as

f =
1X

k=1
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Z
a

0
dx xĴ⌫k(x)f(x) . (5.63)

5.4 The operator perspective - Sturm-Liouville operators

So far we have discussed second order linear di↵erentials equations in a somewhat down-to-earth way,
using methods of basic analysis. We would now like to make contact with functional analysis and our
earlier discussion of Hilbert spaces.

Sturm-Liouville operators
A second order di↵erential operator of the form

TSL =
1

w(x)


d

dx

✓
p(x)

d

dx

◆
+ q(x)

�
(5.64)

with (real-valued) smooth functions w, p and q is called a Sturm-Liouville operator. For now, we would
like to think of this as an operator on the space

L([a, b]) := L2
w([a, b]) \ C1([a, b]) (5.65)

on the space square integrable functions, relative to a weight function w, on an interval [a, b] which are
also infinitely many times di↵erentiable. Accordingly, we should demand that w, p and q are smooth
functions and that w, as a weight function, is strictly positive.

Lemma 5.3. Consider a linear second order di↵erential operator of the form

T = ↵2(x)
d2

dx2
+ ↵1(x)

d

dx
+ ↵0(x) , (5.66)
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where 

where x 2 [a, b] and I ⇢ [a, b] is an interval such that ↵2(x) 6= 0 for all x 2 I. Then, on I, the operator T
can be written in Sturm-Liouville form (5.64) with

p(x) = exp

✓Z
x

x0

dt
↵1(t)

↵2(t)

◆
, w(x) =

p(x)

↵2(x)
, q(x) = ↵0(x)w(x) , (5.67)

where x0 2 I.

Proof. Abbreviating D = d

dx
and noting that p0 = ↵1

↵2
p we obtain, by inserting into the Sturm-Liouville

operator,

TSL =
p

w
D2 +

p0

w
D +

q

w
= ↵2D

2 +
↵1p

↵2w
D + ↵0 = ↵2D

2 + ↵1D + ↵0 = T . (5.68)

Introducing the interval I in the above theorem is to avoid an undefined integrand in the first Eq. (5.67)
due to the vanishing of ↵2. Even when this happens (such as, for example, for the Legendre di↵erential
equation at x = ±1) and the interval I is, at first, chosen to be genuinely smaller than [a, b] it turns out
the final result for w, p and q can often be extended to and is well-defined on [a, b].

An obvious question is whether TSL is self-adjoint as an operator on the space L([a, b]), relative to the
standard inner product

hf, gi =

Z
b

a

dx w(x)f(x)g(x) , (5.69)

with weight function w. A quick calculation shows that

hf, TSLgi =

Z
b

a

dx (fD(pDg) + fqg) = [pfDg]b
a

�
Z

b

a

dx (pDfDg � qfg)

= [pfDg]b
a

� [pgDf ]b
a

+

Z
b

a

dx (D(pDf)g + qfg) =
⇥
pfg0 � pgf 0⇤b

a
+ hTSLf, gi . (5.70)

So TSL is superficially self-adjoint but we have to ensure that the boundary terms on the RHS vanish.
There are two obvious ways in which this can be achieved. First, the interval [a, b] might be chosen such
that p(a) = p(b) = 0 - this is also called the natural choice of the interval. In this case, the boundary term
vanishes without any additional condition on the functions f , g and TSL is self-adjoint on L([a, b]). If this
doesn’t work we can consider the subspace

Lb([a, b]) := {f 2 L([a, b]) | daf(a) + naf
0(a) = dbf(b) + nbf

0(b) = 0} , (5.71)

of smooth functions which satisfy mixed homogeneous boundary conditions at a and b. For such functions
the above boundary term also vanishes. If p(a) = p(b) the boundary term also vanishes for periodic
functions

Lp([a, b]) := {f 2 L([a, b]) | f(a) = f(b) , f 0(a) = f 0(b)} . (5.72)

Hence, we have

Lemma 5.4. Let TSL be a Sturm-Liouville operator (5.64). If p(a) = p(b) = 0 then TSL is self-adjoint as
on operator on the space L([a, b]) in Eq. (9.112). It is also self-adjoint on the space of functions Lb([a, b])
with mixed homogeneous boundary in Eq. (5.71). If p(a) = p(b) it is self-adjoint on the space Lp([a, b]) of
periodic functions in Eq. (5.72).
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Why is this interesting?
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A:       is a hermitian operator for the scalar product

    (if boundary terms can be made to vanish) 

Consider Sturm-Liouville eigenvalue problem: 

To simplify the notation, we will refer to the space on which the Sturm-Liouville operator is defined
and self-adjoint as LSL([a, b]). From the previous Lemma, this can be L([a, b]), Lb([a, b]) or Lp([a, b]),
depending on the case.

It is now interesting to consider a Sturm-Liouville eigenvalue problem, that is, to consider the eigenvalue
equation

TSLy = �y , (5.73)

on LSL([a, b]). Since TSL is hermitian, we already know from general arguments (see Theorem 1.24) that the
eigenvalues � must be real and that eigenvectors for di↵erent eigenvalues must be orthogonal. Since all the
second order di↵erential equations discussed so far can be phrased as a Sturm-Liouville eigenvalue problem
(see Table 2) this provides a uniform reason for the appearance of the various orthogonal function systems
we have encountered. It is tempting to go further and try to use Theorem 2.9 to argue that orthogonal

name DEQ p q w LSL[a, b] bound. cond. � y

sine Fourier y00 = �y 1 0 1 Lb([0, a]) y(0) = y(⇡) = 0 �⇡2k2

a2 sin
�

k⇡x
a

�

cosine Fourier y00 = �y 1 0 1 Lb([0, a]) y0(0) = y0(⇡) = 0 �⇡2k2

a2 cos
�

k⇡x
a

�

Fourier y00 = �y 1 0 1 Lp([�a, a]) periodic �⇡2k2

a2 sin
�

k⇡x
a

�

�⇡2k2

a2 cos
�

k⇡x
a

�

Legendre (1 � x2)y00 � 2xy0 = �y 1 � x2 0 1 L([�1, 1]) �n(n + 1) Pn

Laguerre xy00 + (1 � x)y0 = �y xe�x 0 e�x L([0, 1]) �n Ln

Hermite y00 � 2xy0 = �y e�x2

0 e�x2 L([�1, 1]) �2n Hn

Bessel y00 + 1
xy0 � ⌫2

x2 y = �y x � ⌫2

x2 x Lb([0, a]) y(0) = y(a) = 0 � z2
⌫k
a2 Ĵ⌫k

Table 2: The second order di↵erential equations discussed so far and their formulation as a Sturm-Liouville
eigenvalue problem.

systems of eigenfunctions of Sturm-Liouville operators must, in fact, form an ortho-normal basis. Arguing
in this way would be incorrect for two reasons. First, so far the Sturm-Liouville operator is only defined
on the space LSL which consists of certain smooth functions. While this space may well be dense in the
appropriate L2 Hilbert space it is not a Hilbert space itself. Secondly, Theorem 2.9 applies to compact
operators and we know from Exercise 1.13 that di↵erential operators are not bounded and, hence, not
compact.

One way to make progress is to convert the Sturm-Liouville di↵erential operator into an integral
operator. Some of the hard work has already been done in Theorem 5.6 where we have shown that,
provided Ker(TSL) = {0} we know (for Dirichlet boundary conditions) that

TSLy = f () y = Ĝf , Ĝf(x) :=

Z
b

a

dt G(x, t)f(t) , (5.74)

where G is the Green function. The integral operator Ĝ, defined in terms of the Green function kernel
G, can be thought of as the inverse of the Sturm-Liouville operator and, as an integral operator, we can
extend it to act on the space L2

w([a, b]) (with appropriate boundary conditions). Moreover, we have

Lemma 5.5. If Ker(TSL) = {0} then the operator Ĝ in Eq. (5.74) is self-adjoint and compact on L2
w([a, b])

(with Dirichlet boundary conditions).

Proof. The proof can, for example, be found in Ref. [5].

If we set f = �y in Eq. (5.74) we get

TSLy = �y () Ĝy =
1

�
y . (5.75)
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-> eigenfunctions are orthogonal w.r.t. above scalar product
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G, can be thought of as the inverse of the Sturm-Liouville operator and, as an integral operator, we can
extend it to act on the space L2

w([a, b]) (with appropriate boundary conditions). Moreover, we have

Lemma 5.5. If Ker(TSL) = {0} then the operator Ĝ in Eq. (5.74) is self-adjoint and compact on L2
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Orthogonal functions can be understood in terms of SL eigenvalue problem:

Example: Hermite differential equation in SL form

T =
d2

dx2
� 2x

d

dx
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Laplace equation

6 Laplace equation

The Laplace operator � in Rn with coordinates (x1, . . . , xn) is defined as

� =
nX

i=1

@2

@x2
i

. (6.1)

It gives rise to the homogeneous and inhomogeneous Laplace equations

�� = 0 , �� = ⇢ , (6.2)

where ⇢ : Rn ! R is a given function. We are asking for the solutions � to these equations on a compact set
V ⇢ U ⇢ Rn (where U is open), usually subject to certain boundary conditions on the smooth boundary
@V of V. A solution to the homogeneous Laplace equation is also called a harmonic function. There are
two types of boundary conditions which are frequently imposed:

�|@V = h (Dirichlet) n · r�|@V = h (von Neumann) (6.3)

where h is a given function on the boundary prescribing the boundary values and n is the normal vector
to the boundary. (Linear combinations of these conditions, referred to as mixed boundary conditions, are
also possible.) If the choice of boundary condition involves setting h = 0 and we define the “force field”
E = �r� then Dirichlet boundary conditions imply that the boundary is an equipotential surface, so
E is perpendicular to it. Under the same conditions, von Neumann boundary conditions imply that the
component of E normal to the boundary vanishes.

The above equations are of considerable importance in physics. For example, they govern the theory
of electrostatics (with � being the electrostatic potential, ⇢, up to a constant, the charge density, E the
electric field and boundary conditions implemented, for example, by the presence of conducting surfaces)
and the theory of Newtonian gravity (with � being the Newtonian gravitational potential, ⇢, up to constant,
being the mass density and E the gravitational field). The Laplace operator also appears as part of many
partial di↵erential equations in physics, for example in the context of the Schrödinger equation in quantum
mechanics.

Eqs. (6.2) are obviously linear so we already know that, before imposing any boundary conditions, the
solutions to the homogeneous Laplace equation form a vector space and the solutions to the inhomogeneous
equation can be obtained by adding all solutions of the homogeneous equation to a particular solution of
the inhomogeneous equation.

It is often useful to write the Laplacian in other than Cartesian coordinates and this is facilitated by
the following

Lemma 6.1. (Laplacian in general coordinates) Given the (twice di↵erentiable) map X : V ! U (a
“parametrisation” or a “coordinate change”), with V ⇢ Rk and U ⇢ Rn open, we consider the space
M = X(V ). Introducing coordinates t = (t1, . . . , tk) on V we write X as t 7! x(t) = (x1(t), . . . , xn(t)).
With the tangent vectors @x

@ti
(required to be linearly independent), define the k ⇥ k metric G with entries

Gij =
@x

@ti
· @x

@tj
, g := det(G) . (6.4)

The entries of its inverse G�1 are denoted by Gij. Then, the Laplacian �X relative to the parametrisation
X is given by

�X =
1

p
g

@

@ti

✓
p

g Gij
@

@tj

◆
. (6.5)

The measure for integration relative to X is given by dS =
p

g dt1 · · · dtk.
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•  Laplacian in different coordinates

- 2d Cartesian:

Proof. This formula is proved in Appendix A which contains an account of some basic di↵erential geometry,
a subject somewhat outside the main thrust of this lecture.

Exercise 6.1. Consider a curve [a, b] 3 t ! x(t) 2 Rn and use Lemma 6.1 to derive the measure dS for
integration over a curve. Do the same with a surface (t1, t2) ! x(t1, t2) 2 R3 and convince yourself that
the measure dS you obtain reproduces what you have learned about integration over surfaces.

Let us apply this formula to derive the Laplacian in several useful coordinate systems.

Two-dimensional Laplacian

In R2 with Cartesian coordinates x = (x, y)T the Laplacian is given by

�2 =
@2

@x2
+

@2

@y2
(6.6)

The two-dimensional case is somewhat special since R2 ⇠= C and we can introduce complex coordinates
z = x + iy and z̄ = x � iy. Introducing the Wirtinger derivatives

@

@z
=

1

2

✓
@

@x
� i

@

@y

◆
,

@

@z̄
=

1

2

✓
@

@x
+ i

@

@y

◆
, (6.7)

a short calculation shows that

�2 = 4
@2

@z@z̄
, (6.8)

This formula is extremely useful. We note that a holomorphic function, � = �(z), is, loosely speaking,
a function which does not depend on z̄ and, hence, satisfies @�

@z̄
= 0. Eq. (6.8) says that every holomor-

phic function � = �(z) solves the two-dimensional homogeneous Laplace equation, �2� = 0, so we can
immediately write down large classes of solutions to this equation. We will come back to this observation
later.

Another common set of coordinates in R2 are two-dimensional polar coordinates t = (r, '), where
r 2 [0, 1] and ' 2 [0, 2⇡[, related to Cartesian coordinates by

x(r, ') = r(cos ', sin ') . (6.9)

In the language of Lemma (6.1), the corresponding tangent vectors are

@x

@r
= (cos ', sin ') ,

@x

@'
= r(� sin ', cos ') , (6.10)

which gives G = diag(1, r2) and g = r2. Inserting this into the general formula (6.5) gives the two-
dimensional Laplacian in polar coordinates

�2,pol =
1

r

@

@r

✓
r

@

@r

◆
+

1

r2
@2

@'2
. (6.11)

(The integration measure in two-dimensional polar coordinates is dS =
p

g dr d' = r dr d'.)

Three-dimensional Laplacian
In R3 with coordinates x = (x, y, z) the Laplacian in Cartesian coordinates is given by

�3 =
@2

@x2
+

@2

@y2
+

@2

@z2
. (6.12)
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In R2 with Cartesian coordinates x = (x, y)T the Laplacian is given by
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@x2
+
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@y2
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The two-dimensional case is somewhat special since R2 ⇠= C and we can introduce complex coordinates
z = x + iy and z̄ = x � iy. Introducing the Wirtinger derivatives
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a short calculation shows that
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@z@z̄
, (6.8)

This formula is extremely useful. We note that a holomorphic function, � = �(z), is, loosely speaking,
a function which does not depend on z̄ and, hence, satisfies @�

@z̄
= 0. Eq. (6.8) says that every holomor-

phic function � = �(z) solves the two-dimensional homogeneous Laplace equation, �2� = 0, so we can
immediately write down large classes of solutions to this equation. We will come back to this observation
later.

Another common set of coordinates in R2 are two-dimensional polar coordinates t = (r, '), where
r 2 [0, 1] and ' 2 [0, 2⇡[, related to Cartesian coordinates by

x(r, ') = r(cos ', sin ') . (6.9)

In the language of Lemma (6.1), the corresponding tangent vectors are
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@'
= r(� sin ', cos ') , (6.10)

which gives G = diag(1, r2) and g = r2. Inserting this into the general formula (6.5) gives the two-
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(The integration measure in two-dimensional polar coordinates is dS =
p

g dr d' = r dr d'.)

Three-dimensional Laplacian
In R3 with coordinates x = (x, y, z) the Laplacian in Cartesian coordinates is given by
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+
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@y2
+
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@z2
. (6.12)
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- 2d polar:
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- 3d Cartesian:
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(The integration measure in two-dimensional polar coordinates is dS =
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Three-dimensional Laplacian
In R3 with coordinates x = (x, y, z) the Laplacian in Cartesian coordinates is given by
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+
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88- 3d cylindrical:

Cylindrical coordinates t = (r, ', z), where r 2 [0, 1], ' 2 [0, 2⇡[ and z 2 R, are related to their Cartesian
counterparts by

x(r, ', z) = (r cos ', r sin ', z) . (6.13)

The tangent vectors

@x

@r
= (cos ', sin ', 0) ,

@x

@'
= (�r sin ', r cos ', 0) ,

@x

@z
= (0, 0, 1) , (6.14)

imply the metric G = diag(1, r2, 1) with determinant g = r2 and hence, by inserting into Eq. (6.5), the
three-dimensional Laplacian in cylindrical coordinates
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(For the integration measure in cylindrical coordinates we get the well-known result dS =
p

g dr d' dz =
rdr d' dz.)

We can repeat this analysis for three-dimensional spherical coordinates t = (r, ✓, '), where r 2 [0, 1],
✓ 2 [0, ⇡[ and ' 2 [0, 2⇡[, defined by

x(r, ✓, ') = r(sin ✓ cos ', sin ✓ sin ', cos ✓) . (6.16)

The tangent vectors are
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= (sin ✓ cos ', sin ✓ sin ', cos ✓)

@x

@✓
= r(cos ✓ cos ', cos ✓ sin ', � sin ✓)

@x

@'
= r(� sin ✓ sin ', sin ✓ cos ', 0)

which leads to the metric G = diag(1, r2, r2 sin2 ✓) with determinant g = r4 sin2 ✓. Inserting into Eq. (6.5)
gives the three-dimensional Lagrangian in spherical coordinates
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(The integration measure for three-dimensional polar coordinates is dS =
p

g dr d✓ d' = r2 sin ✓ dr d✓ d'.)

Laplacian on the sphere
We can also use Lemma 6.1 to find the Laplacian on non-trivial manifolds, such as a two-sphere S2 = {x 2
R3 | |x| = 1}. We parametrise the two-sphere by coordinates t = (✓, '), where ✓ 2 [0, ⇡[ and ' 2 [0, 2⇡[,
by writing

x(✓,') = (sin ✓ cos ', sin ✓ sin ', cos ✓) . (6.18)

The two tangent vectors are

@x

@✓
= (cos ✓ cos ', cos ✓ sin ', � sin ✓) ,

@x

@'
= (� sin ✓ sin ', sin ✓ cos ', 0) , (6.19)

with associated metric G = diag(1, sin2 ✓) and determinant g = sin2 ✓. Inserting into Eq. (6.5) gives the
Laplacian on the two-sphere
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@'2
. (6.20)
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(The integration measure for three-dimensional polar coordinates is dS =
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Laplacian on the sphere
We can also use Lemma 6.1 to find the Laplacian on non-trivial manifolds, such as a two-sphere S2 = {x 2
R3 | |x| = 1}. We parametrise the two-sphere by coordinates t = (✓, '), where ✓ 2 [0, ⇡[ and ' 2 [0, 2⇡[,
by writing
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The two tangent vectors are
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Cylindrical coordinates t = (r, ', z), where r 2 [0, 1], ' 2 [0, 2⇡[ and z 2 R, are related to their Cartesian
counterparts by

x(r, ', z) = (r cos ', r sin ', z) . (6.13)

The tangent vectors

@x

@r
= (cos ', sin ', 0) ,
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We can also use Lemma 6.1 to find the Laplacian on non-trivial manifolds, such as a two-sphere S2 = {x 2
R3 | |x| = 1}. We parametrise the two-sphere by coordinates t = (✓, '), where ✓ 2 [0, ⇡[ and ' 2 [0, 2⇡[,
by writing

x(✓,') = (sin ✓ cos ', sin ✓ sin ', cos ✓) . (6.18)
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with associated metric G = diag(1, sin2 ✓) and determinant g = sin2 ✓. Inserting into Eq. (6.5) gives the
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Comparison with Eq. (6.17) shows that the three-dimensional Laplacian can be expressed as

�3,sph =
1
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✓
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◆
+

1

r2
�S2 . (6.21)

(The integration measure on the two-sphere is dS =
p

g d✓ d' = sin ✓ d✓ d'.)

Green Identities
Our discussion below will frequently require Green’s identities which follow from Gauss’s integral theorem

Z

V
r · A dV =

Z

@V
A · n dS . (6.22)

where A is a continuously di↵erentiable vector field on the open set U ⇢ Rn and V ⇢ U is a compact set
with smooth boundary @V. Consider two twice continuously di↵erentiable functions f, g : U ! R and set
A = f rg. If we use

r · A = r · (f rg) = f�g + rf · rg , A · n = f rg · n (6.23)

Gauss’s theorem turns into the first Green formula
Z

V
(f�g + rf · rg)dV =

Z

@V
f rg · n dS . (6.24)

Exchanging f and g in this formula and subtracting the two resulting equations gives the second Green
formula or Green’s identity

Z

V
(f�g � g�f)dV =

Z

@V
(frg � grf) · n dS . (6.25)

After this preparation we are now ready to delve into the task of solving the Laplace equation.

6.1 Basic theory⇤

In this subsection we discuss a number of basic mathematical results for the Laplace equation in Rn (with
Cartesian coordinates x = (x1, . . . , xn)T ), starting with the inhomogeneous version

�� = ⇢ , � =
nX

i=1

@2

@x2
i

, (6.26)

of the equation. Define the generalised Newton (or Coulomb) potentials as

G(x � a) = Ga(x) =

(
� 1

(n�2)vn
1

|x�a|n�2 for n > 2
1
2⇡ ln |x � a| for n = 2

, (6.27)

where vn is the surface “area” of the n � 1-dimensional sphere, Sn�1 (and the constants have been
included for later convenience). In electromagnetism, Ga corresponds the the electrostatic potential of a
point charge located at a. Clearly, Ga is well-defined for all x 6= a. It is straightforward to verify by direct
calculation that

�Ga = 0 for all x 6= a . (6.28)
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rectangular boundary conditions
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circle boundaries

spherical boundaries

cylindrical boundaries

= �L2

<latexit sha1_base64="hwDrUszTfoZZXIRR9+RlybGfGgM=">AAAB7HicdVBNS8NAEN3Ur1q/qh69LBbBiyGJsa2gUPDiwUMFUwttLJvtpl262YTdjVBCf4MXD4p49Qd589+4aSuo6IOBx3szzMwLEkalsqwPo7CwuLS8Ulwtra1vbG6Vt3daMk4FJh6OWSzaAZKEUU48RRUj7UQQFAWM3Aaji9y/vSdC0pjfqHFC/AgNOA0pRkpL3vnR1Z3TK1cs87ReddwqtEzLqtmOnROn5h670NZKjgqYo9krv3f7MU4jwhVmSMqObSXKz5BQFDMyKXVTSRKER2hAOppyFBHpZ9NjJ/BAK30YxkIXV3Cqfp/IUCTlOAp0Z4TUUP72cvEvr5OqsO5nlCepIhzPFoUpgyqG+eewTwXBio01QVhQfSvEQyQQVjqfkg7h61P4P2k5pu2aJ9dupXE2j6MI9sA+OAQ2qIEGuARN4AEMKHgAT+DZ4Maj8WK8zloLxnxmF/yA8fYJFYSONg==</latexit>

-> quantum mechanics



•  Green function of Laplacian ( = Coulomb potential)

Comparison with Eq. (6.17) shows that the three-dimensional Laplacian can be expressed as
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After this preparation we are now ready to delve into the task of solving the Laplace equation.
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In this subsection we discuss a number of basic mathematical results for the Laplace equation in Rn (with
Cartesian coordinates x = (x1, . . . , xn)T ), starting with the inhomogeneous version
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where vn is the surface “area” of the n � 1-dimensional sphere, Sn�1 (and the constants have been
included for later convenience). In electromagnetism, Ga corresponds the the electrostatic potential of a
point charge located at a. Clearly, Ga is well-defined for all x 6= a. It is straightforward to verify by direct
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Then, we can write down the solutions to             as  

Exercise 6.2. Show that the gradient of the Newton potentials (6.27) is given by

rGa(x) =
1

vn

x � a

|x � a|n . (6.29)

Also, verify that the Newton potentials satisfy the homogeneous Laplace equation for all x 6= a.

Lemma 6.2. For f 2 C1(U) and a 2 U we have

f(a) = lim
✏!0

Z

|x�a|=✏

(f(x)rGa(x) � Ga(x)rf(x)) · dS . (6.30)

Proof. With dS = n dS and the unit normal vector n to the sphere given by n = x�a
|x�a| we have

rGa · dS =
1

vn

1

|x � a|n�1
dS . (6.31)

This gives for the first part of the above integral
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1
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f(x)dS

y=(x�a)/✏
=

1

vn
lim
✏!0

Z

|y|=1
f(a + ✏y)dS = f(a) . (6.32)

For the second integral, using that |rf(x) · n|  K for some constant K, we have

�����

Z

|x�a|=✏

Ga(x)rf(x) · dS

�����  const

Z

|x�a|=✏

✏2�ndS = ✏

Z

|y|=1
dS

✏!0�! 0 , (6.33)

and this completes the proof.

This Lemma was the technical preparation for the following important statement.

Theorem 6.3. Let ⇢ 2 C2
c (Rn) and define the function

�(x) :=

Z

Rn
dyn G(x � y)⇢(y) (6.34)

for all x 2 Rn. Then �� = ⇢, that is, the above � satisfies the inhomogeneous Laplace equation with
source ⇢.

Proof. Introducing the coordinate z = y � x, a region V✏ = {z 2 Rn | ✏  |z|  R} with R so large that
⇢(x + z) = 0 for |z| > R (which is possible since ⇢ has compact support) and ⇢x(z) := ⇢(x + z), we have

��(x) =

Z

Rn
dzn G(z)�⇢(x + z) = lim

✏!0

Z

V✏

dzn G �⇢x = lim
✏!0

Z

V✏

dzn (G �⇢x � ⇢x�G)

= lim
✏!0

Z

@V✏

(Gr⇢x � ⇢xrG) · dS = ⇢x(0) = ⇢(x) , (6.35)

where we have used Green’s formula (6.25) and Lemma (6.2).
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The above function G is also sometimes referred to as the Green function of the Laplace operator. Of
course, the solution (6.34) is not unique but we know that two solutions to the inhomogeneous Laplace
equation di↵er by a solution to the homogeneous one. Hence, the general solution to the inhomogeneous
Laplace equation can be written as

�(x) = �H(x) +

Z

Rn
dyn G(x � y)⇢(y) where ��H = 0 . (6.36)

The homogeneous solution �H can be used to satisfy the boundary conditions on �. Note that the
requirement on ⇢ to have compact support also makes physical sense: normally charge or mass distributions
are localised in space.

Via Eq. (6.36), we have now reduced the problem of solving the inhomogeneous Laplace equation to
that of solving the homogeneous Laplace equation and this is what we discuss next. A twice di↵erential
function � which solves the homogeneous Laplace equation,

�� = 0 , (6.37)

is called a harmonic function. Harmonic functions have a number of remarkable properties which we now
derive. We begin with another technical Lemma.

Lemma 6.3. For U ⇢ Rn open, V ⇢ U compact with smooth boundary @V and � harmonic on V̊ := V\@V
we have Z

@V
(�rGa � Gar�) · dS =

⇢
�(a) for a 2 V̊
0 for a 2 Rn \ V (6.38)

Proof. For the second case, a 2 Rn \ V we have from Green’s formula

Z

@V
(�rGa � Gar�) · dS =

Z

V
(��Ga � Ga��)dV = 0 , (6.39)

since �Ga = �� = 0 for all x 2 V.
For the first case, we define V✏ = V \ B✏(a), that is, we excise a ball with radius ✏ around a. Just like

above it follows from Green’s formula that
Z

@V✏

(�rGa � Gar�) · dS = 0 . (6.40)

Since the boundary @V✏ consists of the two components @V and @B✏(a) this implies

Z

@V
(�rGa � Gar�) · dS =

Z

@B✏(a)
(�rGa � Gar�) · dS

✏!0�! �(a) , (6.41)

where Lemma (6.2) has been used in the final step. Since the integral on the LHS is independent of ✏ this
completes the proof.

We are now ready to proof the first important property of harmonic functions.

Theorem 6.4. (Mean value property of harmonic functions) Let U ⇢ Rn be open, � harmonic on U and
Br(a) ⇢ U . Then

�(a) =
1

vn

Z

|y|=1
�(a + ry)dS (6.42)
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can be chosen to satisfy

boundary conditions

check: �x�(x) = �x�H(x)| {z }
=0

+

Z

Rn

dny �xG(x� y)| {z }
=�(x�y)

⇢(y) = ⇢(x)

<latexit sha1_base64="3ajGCk/GIREweqZXD+0P2waopAc=">AAACsnicdVFLj9MwEHbCaymvAkcuFhVSEVASVAQHKq0EEntcEN1dUbeR7Uy21jpOZE8QUZQfyJUb/wanzfLYwkiWv5n5Zjz+RpRaOYyiH0F46fKVq9f2rg9u3Lx1+87w7r0jV1RWwlwWurAngjvQysAcFWo4KS3wXGg4Fmdvu/zxF7BOFeYT1iUsc35qVKYkRx9Kht/YO9DIk4aJjH5tWblW4x4/nrHKpGCF5RKaXV5y8IvZJs0sap8wZdAzco5rIZqP7cq06crU7On/G9H3502ebe5624ylHWk3xey6GJ97s9+enyEZjqJJtDG6C+IejEhvh8nwO0sLWeVgUGru3CKOSlw23KKSGtoBqxyUXJ7xU1h4aHgObtlsJG/pIx9JaVZYfwzSTfTPiobnztW58MxODncx1wX/lVtUmL1eNsqUFYKR24eySlMsaLc/mioLEnXtAZdW+VmpXHOvLPotD7wI8cUv74KjF5N4Onn5YTraf9PLsUcekIdkTGLyiuyTA3JI5kQGz4N5sAqScBp+Dnkot9Qw6Gvuk78s1D8B70bWYA==</latexit>

And now for explicit solution methods . . .



Example: Point sources in three dimensions

⇢(x) =
X

i

qi�(x� xi)

<latexit sha1_base64="qJx+IQr4MaYEpFPbvwxmxnSlYn8=">AAACGXicbVDLSsNAFJ34rPUVdelmsAjtwpJIRRcKBTcuK9gHNCFMJpN26GQSZyZiCf0NN/6KGxeKuNSVf+O0jaCtBy73cM69zNzjJ4xKZVlfxsLi0vLKamGtuL6xubVt7uy2ZJwKTJo4ZrHo+EgSRjlpKqoY6SSCoMhnpO0PLsd++44ISWN+o4YJcSPU4zSkGCkteabliH5czhw/hPejyoUj08ijtx51AsIU+jGO8u7RimeWrKo1AZwndk5KIEfDMz+cIMZpRLjCDEnZta1EuRkSimJGRkUnlSRBeIB6pKspRxGRbja5bAQPtRLAMBa6uIIT9fdGhiIph5GvJyOk+nLWG4v/ed1UhWduRnmSKsLx9KEwZVDFcBwTDKggWLGhJggLqv8KcR8JhJUOs6hDsGdPniet46pdq55c10r18zyOAtgHB6AMbHAK6uAKNEATYPAAnsALeDUejWfjzXifji4Y+c4e+APj8xvqd6A6</latexit>

G(x) = � 1

4⇡|x|

<latexit sha1_base64="TjFKX0qO3DAIiwdUT73jt4zu04k=">AAACDHicbVDLSsNAFL3xWeur6tLNYBHqwpJIRRcKBRe6rGAf0IQymU7aoZMHMxOxpPkAN/6KGxeKuPUD3Pk3TtsstPXAwOGcc7lzjxtxJpVpfhsLi0vLK6u5tfz6xubWdmFntyHDWBBaJyEPRcvFknIW0LpiitNWJCj2XU6b7uBq7DfvqZAsDO7UMKKOj3sB8xjBSkudQvG6lNiuhx7So8tj2xOYJFaaVOyIjTJ9lOqUWTYnQPPEykgRMtQ6hS+7G5LYp4EiHEvZtsxIOQkWihFO07wdSxphMsA92tY0wD6VTjI5JkWHWukiLxT6BQpN1N8TCfalHPquTvpY9eWsNxb/89qx8s6dhAVRrGhApou8mCMVonEzqMsEJYoPNcFEMP1XRPpYN6J0f3ldgjV78jxpnJStSvn0tlKsXmR15GAfDqAEFpxBFW6gBnUg8AjP8ApvxpPxYrwbH9PogpHN7MEfGJ8/7pSa7w==</latexit>

�(x) =

Z

R3

d3y G(x� y)⇢(y)

<latexit sha1_base64="55nn8aCOaEihUfP99+JTQ75vEgk=">AAACMHicbVDLSgMxFM34rPVVdekmWIQWtMzYii4UCi7qsoqtQqeWTJrphGYyQ5IRh2E+yY2fohsFRdz6FaYv0OqBkJNz7uXmHidkVCrTfDVmZufmFxYzS9nlldW19dzGZlMGkcCkgQMWiBsHScIoJw1FFSM3oSDIdxi5dvpnA//6jghJA36l4pC0fdTj1KUYKS11cjU79GghsR0X3qfFU5ty1UlsHynPcZLL9Lacdm/Lsb0Ha5Oi/eEdp0VbeEFh8ujk8mbJHAL+JdaY5MEY9U7uye4GOPIJV5ghKVuWGap2goSimJE0a0eShAj3UY+0NOXIJ7KdDBdO4a5WutANhD5cwaH6syNBvpSx7+jKwSpy2huI/3mtSLnH7YTyMFKE49EgN2JQBXCQHuxSQbBisSYIC6r/CrGHBMJKZ5zVIVjTK/8lzYOSVSkdXlTy1ZNxHBmwDXZAAVjgCFTBOaiDBsDgATyDN/BuPBovxofxOSqdMcY9W+AXjK9v88Wo5A==</latexit>

= �
X

i

qi

Z

R3

d3y
�(y � xi)

4⇡|x� y|

<latexit sha1_base64="vbhtAxkDqRj+n0B+THDBIGCZF44=">AAACQnicbVDNTtwwGHQopXShdCnHXixWSHDYVVK2ggNISFx6hKrLj9ZL5DgOa+E4wf6CiEyejQtP0BsPwIUDqOLKod4lB/5GsjyamU/2N1EuhQHfv/YmPkx+nPo0/bkxM/tl7mtz/tueyQrNeI9lMtMHETVcCsV7IEDyg1xzmkaS70cn2yN//4xrIzL1B8qcD1J6rEQiGAUnhc3DzTYxRRqK01AQoSC0JKUwjCL7uzpareKj1ZIkmjJLYi6BLlsSJbis2uP7vArFSmW7JBcXtdCuAxdV2Gz5HX8M/JYENWmhGjth8y+JM1akXAGT1Jh+4OcwsFSDYJJXDVIYnlN2Qo9531FFU24GdlxBhZecEuMk0+4owGP1+YSlqTFlGrnkaD/z2huJ73n9ApL1gRUqL4Ar9vRQUkgMGR71iWOhOQNZOkKZFu6vmA2pawxc6w1XQvB65bdk70cn6HZ+7nZbWxt1HdPoO1pEyyhAa2gL/UI7qIcYukQ36A7de1ferffPe3iKTnj1zAJ6Ae/xPxu5skg=</latexit>

= �
X

i

qi
4⇡|x� xi|

<latexit sha1_base64="mY9unxoBUL9unp8ymPceLBMG6+I=">AAACFHicbVDLSsNAFJ34rPUVdelmsAiCtCRS0YVCwY3LCvYBTQiT6aQdOpPEmYlY0nyEG3/FjQtF3Lpw5984bbPQ1gOXezjnXmbu8WNGpbKsb2NhcWl5ZbWwVlzf2NzaNnd2mzJKBCYNHLFItH0kCaMhaSiqGGnHgiDuM9LyB1djv3VPhKRReKuGMXE56oU0oBgpLXnm8WXZkQn3qBMIhNM7j2Zp1YnpKHX8AD5k5bx7dJR5ZsmqWBPAeWLnpARy1D3zy+lGOOEkVJghKTu2FSs3RUJRzEhWdBJJYoQHqEc6moaIE+mmk6MyeKiVLgwioStUcKL+3kgRl3LIfT3JkerLWW8s/ud1EhWcuykN40SREE8fChIGVQTHCcEuFQQrNtQEYUH1XyHuI52O0jkWdQj27MnzpHlSsauV05tqqXaRx1EA++AAHAEbnIEauAZ10AAYPIJn8ArejCfjxXg3PqajC0a+swf+wPj8AYL7nx0=</latexit>

)

<latexit sha1_base64="kxdq/6bguWOHRbWm9Gtuq6BtAWo=">AAAB8nicbVA9SwNBEJ2LXzF+RS1tFoNgFe5E0cIiYGMZxXzA5Qh7m71kyd7tsTunhJCfYWOhiK2/xs5/4ya5QhMfDDzem2FmXphKYdB1v53Cyura+kZxs7S1vbO7V94/aBqVacYbTEml2yE1XIqEN1Cg5O1UcxqHkrfC4c3Ubz1ybYRKHnCU8iCm/UREglG0kt+5F/0BUq3VU7dccavuDGSZeDmpQI56t/zV6SmWxTxBJqkxvuemGIypRsEkn5Q6meEpZUPa576lCY25CcazkyfkxCo9EiltK0EyU39PjGlszCgObWdMcWAWvan4n+dnGF0FY5GkGfKEzRdFmSSoyPR/0hOaM5QjSyjTwt5K2IBqytCmVLIheIsvL5PmWdU7r17cnVdq13kcRTiCYzgFDy6hBrdQhwYwUPAMr/DmoPPivDsf89aCk88cwh84nz+R5ZFv</latexit>

x

<latexit sha1_base64="2wmISyXLeuRoTU2N+gVbd0GyALA=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoseCF48t2FZoQ9lsJ+3azSbsbsQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMTqPqAaBZfYMtwIvE8U0igQ2AnGNzO/84hK81jemUmCfkSHkoecUWOl5lO/XHGr7hxklXg5qUCORr/81RvELI1QGiao1l3PTYyfUWU4Ezgt9VKNCWVjOsSupZJGqP1sfuiUnFllQMJY2ZKGzNXfExmNtJ5Ege2MqBnpZW8m/ud1UxNe+xmXSWpQssWiMBXExGT2NRlwhcyIiSWUKW5vJWxEFWXGZlOyIXjLL6+S9kXVq1Uvm7VKvZbHUYQTOIVz8OAK6nALDWgBA4RneIU358F5cd6dj0VrwclnjuEPnM8f5JuM9g==</latexit>

y

<latexit sha1_base64="dvHHlBP31zGajVlgEloEMNEeuWI=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoseCF48t2A9oQ9lsp+3azSbsboQQ+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBZcG9f9dgobm1vbO8Xd0t7+weFR+fikraNEMWyxSESqG1CNgktsGW4EdmOFNAwEdoLp3dzvPKHSPJIPJo3RD+lY8hFn1FipmQ7KFbfqLkDWiZeTCuRoDMpf/WHEkhClYYJq3fPc2PgZVYYzgbNSP9EYUzalY+xZKmmI2s8Wh87IhVWGZBQpW9KQhfp7IqOh1mkY2M6Qmole9ebif14vMaNbP+MyTgxKtlw0SgQxEZl/TYZcITMitYQyxe2thE2ooszYbEo2BG/15XXSvqp6tep1s1ap1/I4inAG53AJHtxAHe6hAS1ggPAMr/DmPDovzrvzsWwtOPnMKfyB8/kD5h+M9w==</latexit>

(x1, q1)

<latexit sha1_base64="ErvtP222dJn8C2d0kzRn7jiLwNc=">AAAB+HicbVBNS8NAEJ34WetHox69LBahgpREKnosePFYwX5AG8Jmu2mXbjZxdyPW0F/ixYMiXv0p3vw3btsctPXBwOO9GWbmBQlnSjvOt7Wyura+sVnYKm7v7O6V7P2DlopTSWiTxDyWnQArypmgTc00p51EUhwFnLaD0fXUbz9QqVgs7vQ4oV6EB4KFjGBtJN8uVbJeEKLHie+e3fvuqW+XnaozA1ombk7KkKPh21+9fkzSiApNOFaq6zqJ9jIsNSOcToq9VNEEkxEe0K6hAkdUedns8Ak6MUofhbE0JTSaqb8nMhwpNY4C0xlhPVSL3lT8z+umOrzyMiaSVFNB5ovClCMdo2kKqM8kJZqPDcFEMnMrIkMsMdEmq6IJwV18eZm0zqturXpxWyvXa3kcBTiCY6iAC5dQhxtoQBMIpPAMr/BmPVkv1rv1MW9dsfKZQ/gD6/MHBZmR/Q==</latexit>

(x2, q2)

<latexit sha1_base64="68qMFe0NrpGu3Lkg8yhOw0947MU=">AAAB+HicbVBNS8NAEJ3Ur1o/GvXoZbEIFaQkpaLHghePFewHtCVstpt26WYTdzdiDf0lXjwo4tWf4s1/47bNQVsfDDzem2Fmnh9zprTjfFu5tfWNza38dmFnd2+/aB8ctlSUSEKbJOKR7PhYUc4EbWqmOe3EkuLQ57Ttj69nfvuBSsUicacnMe2HeChYwAjWRvLsYjnt+QF6nHrV83uveubZJafizIFWiZuREmRoePZXbxCRJKRCE46V6rpOrPsplpoRTqeFXqJojMkYD2nXUIFDqvrp/PApOjXKAAWRNCU0mqu/J1IcKjUJfdMZYj1Sy95M/M/rJjq46qdMxImmgiwWBQlHOkKzFNCASUo0nxiCiWTmVkRGWGKiTVYFE4K7/PIqaVUrbq1ycVsr1WtZHHk4hhMogwuXUIcbaEATCCTwDK/wZj1ZL9a79bFozVnZzBH8gfX5Awinkf8=</latexit>

(x3, q3)

<latexit sha1_base64="162N9sCHdaJbA5vBWhKQ+snBV/U=">AAAB+HicbVBNS8NAEJ34WetHox69LBahgpTEVvRY8OKxgv2AtoTNdtMu3Wzi7kasob/EiwdFvPpTvPlv3LY5aOuDgcd7M8zM82POlHacb2tldW19YzO3ld/e2d0r2PsHTRUlktAGiXgk2z5WlDNBG5ppTtuxpDj0OW35o+up33qgUrFI3OlxTHshHggWMIK1kTy7UEq7foAeJ17l7N6rnHp20Sk7M6Bl4makCBnqnv3V7UckCanQhGOlOq4T616KpWaE00m+mygaYzLCA9oxVOCQql46O3yCTozSR0EkTQmNZurviRSHSo1D33SGWA/VojcV//M6iQ6ueikTcaKpIPNFQcKRjtA0BdRnkhLNx4ZgIpm5FZEhlphok1XehOAuvrxMmudlt1q+uK0Wa9UsjhwcwTGUwIVLqMEN1KEBBBJ4hld4s56sF+vd+pi3rljZzCH8gfX5Awu1kgE=</latexit>

(x4, q4)

<latexit sha1_base64="NYsYaUh9RyjKLg0w5NTApt7cvn8=">AAAB+HicbVBNS8NAEJ34WetHox69LBahgpREInosePFYwX5AW8Jmu2mXbjZxdyPW0F/ixYMiXv0p3vw3btsctPXBwOO9GWbmBQlnSjvOt7Wyura+sVnYKm7v7O6V7P2DpopTSWiDxDyW7QArypmgDc00p+1EUhwFnLaC0fXUbz1QqVgs7vQ4ob0IDwQLGcHaSL5dqmTdIESPE987u/e9U98uO1VnBrRM3JyUIUfdt7+6/ZikERWacKxUx3US3cuw1IxwOil2U0UTTEZ4QDuGChxR1ctmh0/QiVH6KIylKaHRTP09keFIqXEUmM4I66Fa9Kbif14n1eFVL2MiSTUVZL4oTDnSMZqmgPpMUqL52BBMJDO3IjLEEhNtsiqaENzFl5dJ87zqetWLW69c8/I4CnAEx1ABFy6hBjdQhwYQSOEZXuHNerJerHfrY966YuUzh/AH1ucPDsOSAw==</latexit>

z

<latexit sha1_base64="Y5gL0wjkufAf/hS3ZhqsJSziUko=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoseCF48t2FZoQ9lsJ+3azSbsboQa+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMTqPqAaBZfYMtwIvE8U0igQ2AnGNzO/84hK81jemUmCfkSHkoecUWOl5lO/XHGr7hxklXg5qUCORr/81RvELI1QGiao1l3PTYyfUWU4Ezgt9VKNCWVjOsSupZJGqP1sfuiUnFllQMJY2ZKGzNXfExmNtJ5Ege2MqBnpZW8m/ud1UxNe+xmXSWpQssWiMBXExGT2NRlwhcyIiSWUKW5vJWxEFWXGZlOyIXjLL6+S9kXVq1Uvm7VKvZbHUYQTOIVz8OAK6nALDWgBA4RneIU358F5cd6dj0VrwclnjuEPnM8f56OM+A==</latexit>

Example: Rod in two dimensions

G(x) =
1

2⇡
ln(|x|)

<latexit sha1_base64="jvRKwz1yt6j1MVgXmkXxILhGvV8=">AAACEHicbVDLSsNAFJ3UV62vqEs3g0VsNyUpFd0IBRe6rGAf0IQymU7aoZNJmJmIJc0nuPFX3LhQxK1Ld/6N0zYLbT1w4XDOvdx7jxcxKpVlfRu5ldW19Y38ZmFre2d3z9w/aMkwFpg0cchC0fGQJIxy0lRUMdKJBEGBx0jbG11N/fY9EZKG/E6NI+IGaMCpTzFSWuqZp9elxPF8+JCWLx1fIJzYaVJ1Ipo6jJcmmTcp98yiVbFmgMvEzkgRZGj0zC+nH+I4IFxhhqTs2lak3AQJRTEjacGJJYkQHqEB6WrKUUCkm8weSuGJVvrQD4UuruBM/T2RoEDKceDpzgCpoVz0puJ/XjdW/oWbUB7FinA8X+THDKoQTtOBfSoIVmysCcKC6lshHiIdi9IZFnQI9uLLy6RVrdi1ytltrVivZXHkwRE4BiVgg3NQBzegAZoAg0fwDF7Bm/FkvBjvxse8NWdkM4fgD4zPH8TLnGc=</latexit>

⇢(x) =

⇢
q�(y) for � l/2  x  l/2
0 otherwise

<latexit sha1_base64="7dIbOqR9RKA3v+DBcDHLjtrMLQg=">AAACXXicbVHBbtQwEHUChXYpZQsHDlwsVqDtgW1SLWovSJW4cCxSt620Xq0cZ7Kx6tipPaEbRflJbnDhV3C2OUDbOVhv3swbj5+TUkmHUfQrCJ883Xr2fHtn8GL35d6r4f7rC2cqK2AmjDL2KuEOlNQwQ4kKrkoLvEgUXCbXX7v65Q+wThp9jnUJi4KvtMyk4Oip5RCZzc24YUlG1+3BF6YgQ+ZTWEndcGt53TZCtTcsBYV8XB98ZEVi1k1mLG0/qcMjr7ih683ZZSzqGwzmYG+lg5aBTvtRzMpVjpPlcBRNok3QhyDuwYj0cbYc/mSpEVUBGoXizs3jqMSFH4pSKGgHrHJQcnHNVzD3UPMC3KLZuNPSD55JabdwZjTSDfuvouGFc3WR+M6CY+7u1zrysdq8wuxk0UhdVgha3F2UVYqioZ3VNJUWBKraAy6s9LtSkXPLBfoPGXgT4vtPfggujibxdPL5+3R0Ou3t2CbvyHsyJjE5JqfkGzkjMyLI74AEO8Eg+BNuhbvh3l1rGPSaN+S/CN/+BXmutm8=</latexit>

� l

2
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•  Quick and dirty - separation of variables

e.g. 2d Cartesian coordinates:

Complex methods
We have already pointed out that every holomorphic function w = w(z) solves the two-dimensional Laplace
equation. Of course, normally we are interested in real-valued solutions but, since the Laplacian is a real
operator, both the real and imaginary part of w(z) are also harmonic. To make this explicit, we write

w = u + iv . (6.54)

If w is holomorphic then @w

@z̄
= 0 and using the derivatives (6.7) together with the decomposition (6.54)

this translates into the Cauchy-Riemann equations

@u

@x
=

@v

@y
,

@u

@y
= �@v

@x
. (6.55)

These equations immediately imply that

ru · rv = 0 , (6.56)

which means that the curves u = const and v = const are perpendicular to one another. Furthermore, we
have

�w = 0 ) �u = �v = 0 . (6.57)

Our strategy for solving the two-dimensional Laplace equation is based on these simple equations and is
probably best explained by an example.

Suppose we want to solve Laplace’s equation in the positive quadrant {(x, y) | x � 0, y � 0} and we
impose Dirichlet boundary conditions �(0, y) = �(x, 0) = 0 along the positive x and y axis. (See Fig. 14.)
It is clear that the holomorphic function w = z2 has a vanishing imaginary part along the real and
imaginary axis (just insert z = x and z = iy to check this) and, hence, the choice � = v = Im(z2) = 2xy
leads to a harmonic function with the desired boundary property. On the other hand, if we had imposed
Neumann boundary conditions @�

@x
(0, y) = @�

@y
(x, 0) = 0 along the positive x and y axis, the real part of

w (having perpendicular equipotential lines) leads to a viable solution � = u = Re(z2) = x2 � y2. (Of
course any even power of z would also do the job so the solution is not unique. This is because we haven’t
specified boundary conditions at infinity.) The equipotential lines for both solutions are shown in Fig. 15.

For another example, consider solving Laplace’s equation on U = {z 2 C | |z| > 1} with Dirichlet
boundary condition �||z|=1 = 0. (See Fig. 14.) It is clear that the function w = z + z�1 is real for |z| = 1
(and it is holomorphic on U) so with z = rei' we have a solution � = v = Im(z + z�1) = (r � r�1) sin '.
(Again, this is not unique since we have to specify another boundary condition, for example at infinity.)
The equipotential lines for this solution are shown in Fig. 15. The solution for |z|  0 is of course � = 0,
the unique solution consistent with the boundary conditions at |z| = 1.

Separation of variables
Separation of variables is a general technique for solving di↵erential equations which is based on factoring
the problem into one-dimensional di↵erential equations. It is useful to demonstrate the technique for the
simple example of the two-dimensional homogeneous Laplace equation

�� = 0 , � =
@2

@x2
+

@2

@y2
, (6.58)

in Cartesian coordinates. We start by considering solutions of the separated form

�(x, y) = X(x)Y (y) , (6.59)
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For another example, consider solving Laplace’s equation on U = {z 2 C | |z| > 1} with Dirichlet
boundary condition �||z|=1 = 0. (See Fig. 14.) It is clear that the function w = z + z�1 is real for |z| = 1
(and it is holomorphic on U) so with z = rei' we have a solution � = v = Im(z + z�1) = (r � r�1) sin '.
(Again, this is not unique since we have to specify another boundary condition, for example at infinity.)
The equipotential lines for this solution are shown in Fig. 15. The solution for |z|  0 is of course � = 0,
the unique solution consistent with the boundary conditions at |z| = 1.

Separation of variables
Separation of variables is a general technique for solving di↵erential equations which is based on factoring
the problem into one-dimensional di↵erential equations. It is useful to demonstrate the technique for the
simple example of the two-dimensional homogeneous Laplace equation

�� = 0 , � =
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+
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in Cartesian coordinates. We start by considering solutions of the separated form
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Figure 14: Examples of boundary conditions for two-dimensional Laplace equations.
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Figure 15: Equipotential lines for �(x, y) = xy (left) and �(x, y) = x2�y2 (middle) and �(x, y) = Im(z+z�1).

where X = X(x) and Y = Y (y) are functions of their indicated arguments only. Inserting this Ansatz
into Eq. (6.58) gives

X 00

X
(x)

| {z }
=�↵2

+
Y 00

Y
(y)

| {z }
=↵2

= 0 . (6.60)

The argument goes that the two terms, being functions of di↵erent variables, can only add up to zero
if they are equal to constants ↵2 and �↵2 individually, as indicated above. Solving the resulting two
ordinary di↵erential equations

X 00 = �↵2X , Y 00 = ↵2Y , (6.61)

results in the solutions

X(x) = a↵ cos(↵x) + b↵ sin(↵x) , Y (y) = c↵e↵y + d↵e�↵y , (6.62)

where a↵, b↵, c↵ and d↵ are arbitrary constants. This by itself gives a rather special solution to the
equation but it does so for every choice of the constant ↵. Since the equation we are solving is linear we
can, hence, construct more general solutions by linearly combining solutions of the above type for di↵erent
values of ↵. This leads to

�(x, y) =
X

↵

(a↵ cos(↵x) + b↵ sin(↵x))(c↵e↵y + d↵e�↵y) , (6.63)
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The argument goes that the two terms, being functions of di↵erent variables, can only add up to zero
if they are equal to constants ↵2 and �↵2 individually, as indicated above. Solving the resulting two
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results in the solutions

X(x) = a↵ cos(↵x) + b↵ sin(↵x) , Y (y) = c↵e↵y + d↵e�↵y , (6.62)

where a↵, b↵, c↵ and d↵ are arbitrary constants. This by itself gives a rather special solution to the
equation but it does so for every choice of the constant ↵. Since the equation we are solving is linear we
can, hence, construct more general solutions by linearly combining solutions of the above type for di↵erent
values of ↵. This leads to
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into Eq. (6.58) gives

X 00

X
(x)

| {z }
=�↵2

+
Y 00

Y
(y)

| {z }
=↵2

= 0 . (6.60)

The argument goes that the two terms, being functions of di↵erent variables, can only add up to zero
if they are equal to constants ↵2 and �↵2 individually, as indicated above. Solving the resulting two
ordinary di↵erential equations

X 00 = �↵2X , Y 00 = ↵2Y , (6.61)

results in the solutions

X(x) = a↵ cos(↵x) + b↵ sin(↵x) , Y (y) = c↵e↵y + d↵e�↵y , (6.62)

where a↵, b↵, c↵ and d↵ are arbitrary constants. This by itself gives a rather special solution to the
equation but it does so for every choice of the constant ↵. Since the equation we are solving is linear we
can, hence, construct more general solutions by linearly combining solutions of the above type for di↵erent
values of ↵. This leads to

�(x, y) =
X

↵

(a↵ cos(↵x) + b↵ sin(↵x))(c↵e↵y + d↵e�↵y) , (6.63)
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where X = X(x) and Y = Y (y) are functions of their indicated arguments only. Inserting this Ansatz
into Eq. (6.58) gives
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+
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Y
(y)

| {z }
=↵2

= 0 . (6.60)

The argument goes that the two terms, being functions of di↵erent variables, can only add up to zero
if they are equal to constants ↵2 and �↵2 individually, as indicated above. Solving the resulting two
ordinary di↵erential equations

X 00 = �↵2X , Y 00 = ↵2Y , (6.61)

results in the solutions

X(x) = a↵ cos(↵x) + b↵ sin(↵x) , Y (y) = c↵e↵y + d↵e�↵y , (6.62)

where a↵, b↵, c↵ and d↵ are arbitrary constants. This by itself gives a rather special solution to the
equation but it does so for every choice of the constant ↵. Since the equation we are solving is linear we
can, hence, construct more general solutions by linearly combining solutions of the above type for di↵erent
values of ↵. This leads to

�(x, y) =
X

↵

(a↵ cos(↵x) + b↵ sin(↵x))(c↵e↵y + d↵e�↵y) , (6.63)
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Example: Potential on an infinite strip
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Figure 14: Examples of boundary conditions for two-dimensional Laplace equations.
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Figure 15: Equipotential lines for �(x, y) = xy (left) and �(x, y) = x2�y2 (middle) and �(x, y) = Im(z+z�1).

where X = X(x) and Y = Y (y) are functions of their indicated arguments only. Inserting this Ansatz
into Eq. (6.58) gives

X 00

X
(x)

| {z }
=�↵2

+
Y 00

Y
(y)

| {z }
=↵2

= 0 . (6.60)

The argument goes that the two terms, being functions of di↵erent variables, can only add up to zero
if they are equal to constants ↵2 and �↵2 individually, as indicated above. Solving the resulting two
ordinary di↵erential equations

X 00 = �↵2X , Y 00 = ↵2Y , (6.61)

results in the solutions

X(x) = a↵ cos(↵x) + b↵ sin(↵x) , Y (y) = c↵e↵y + d↵e�↵y , (6.62)

where a↵, b↵, c↵ and d↵ are arbitrary constants. This by itself gives a rather special solution to the
equation but it does so for every choice of the constant ↵. Since the equation we are solving is linear we
can, hence, construct more general solutions by linearly combining solutions of the above type for di↵erent
values of ↵. This leads to

�(x, y) =
X

↵

(a↵ cos(↵x) + b↵ sin(↵x))(c↵e↵y + d↵e�↵y) , (6.63)
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•  More systematic - expanding in an orthonormal function system

e.g. 2d polar coordinates: 

where the sum ranges over some suitable set of ↵ values. Of course this is a large class of solutions which
can be narrowed down, or be made unique by imposing boundary conditions. Whether this works out in
practice depends on the type of boundary conditions and if they are “compatible” with the chosen set of
coordinates and resulting solution. Here, we are working with Cartesian coordinates and this goes well
together with boundary conditions imposed along lines with x = const and y = const. More generally,
building in boundary conditions tends to be easiest if coordinates are chosen such that the boundaries are
defined by one of the coordinates being constants. For example, polar or spherical coordinates go well
with imposing boundary conditions on circles or spheres, as we will see below.

To see how this works in practice, consider solving the problem on the rectangle V = [0, a] ⇥ [0, b]
with � vanishing on all sides of the rectangle except at y = b where we impose the boundary condition
�(x, b) = h(x) for some given function h. First consider the boundary conditions �(0, y) = �(a, y) = 0
which we can satisfy by setting a↵ = 0 and ↵ = ⇡k

a
. Further, satisfying �(x, 0) = 0 can be achieved by

setting d↵ = �c↵ = 1/2. Putting this together we end up with
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, (6.64)

which, for any fixed y, is a sine Fourier series on the interval [0, a]. This already indicates how we built
in the final boundary condition �(x, b) = h(x). Setting y = b in the above formula, we can determine the
coe�cients simply by standard (sine) Fourier series techniques and obtain
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For any given boundary potential h these coe�cients can be calculated and inserting these back into
Eq. (6.64) gives the complete solution.

Polar coordinates
From Eq. (6.11) the two-dimensional Laplacian in polar coordinates reads
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where r 2 [0, 1) and ' 2 [0, 2⇡). Just as in the Cartesian case, we can try to solve the two-dimensional
Laplace equation in polar coordinates by separation of variables as in the following

Exercise 6.6. Solve the two-dimensional homogeneous Laplace equation in polar coordinates by separation
of variables.

However, there is a more systematic way forward. For any fixed radius r > 0, a functions �(r, ') can be
thought of as a function on the circle S1 and can, hence, be expanded in a Fourier series. In other words,
we can write
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where the Fourier coe�cients Ak(r) and Bk(r) can of course change with the radius. Note, there is no
assumption involved yet. Eq. (6.67) still represents a general function. Inserting (6.67) into the Laplace
equation �� = 0 gives
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where the sum ranges over some suitable set of ↵ values. Of course this is a large class of solutions which
can be narrowed down, or be made unique by imposing boundary conditions. Whether this works out in
practice depends on the type of boundary conditions and if they are “compatible” with the chosen set of
coordinates and resulting solution. Here, we are working with Cartesian coordinates and this goes well
together with boundary conditions imposed along lines with x = const and y = const. More generally,
building in boundary conditions tends to be easiest if coordinates are chosen such that the boundaries are
defined by one of the coordinates being constants. For example, polar or spherical coordinates go well
with imposing boundary conditions on circles or spheres, as we will see below.

To see how this works in practice, consider solving the problem on the rectangle V = [0, a] ⇥ [0, b]
with � vanishing on all sides of the rectangle except at y = b where we impose the boundary condition
�(x, b) = h(x) for some given function h. First consider the boundary conditions �(0, y) = �(a, y) = 0
which we can satisfy by setting a↵ = 0 and ↵ = ⇡k
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. Further, satisfying �(x, 0) = 0 can be achieved by

setting d↵ = �c↵ = 1/2. Putting this together we end up with
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which, for any fixed y, is a sine Fourier series on the interval [0, a]. This already indicates how we built
in the final boundary condition �(x, b) = h(x). Setting y = b in the above formula, we can determine the
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Laplace equation in polar coordinates by separation of variables as in the following
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where the sum ranges over some suitable set of ↵ values. Of course this is a large class of solutions which
can be narrowed down, or be made unique by imposing boundary conditions. Whether this works out in
practice depends on the type of boundary conditions and if they are “compatible” with the chosen set of
coordinates and resulting solution. Here, we are working with Cartesian coordinates and this goes well
together with boundary conditions imposed along lines with x = const and y = const. More generally,
building in boundary conditions tends to be easiest if coordinates are chosen such that the boundaries are
defined by one of the coordinates being constants. For example, polar or spherical coordinates go well
with imposing boundary conditions on circles or spheres, as we will see below.

To see how this works in practice, consider solving the problem on the rectangle V = [0, a] ⇥ [0, b]
with � vanishing on all sides of the rectangle except at y = b where we impose the boundary condition
�(x, b) = h(x) for some given function h. First consider the boundary conditions �(0, y) = �(a, y) = 0
which we can satisfy by setting a↵ = 0 and ↵ = ⇡k
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which, for any fixed y, is a sine Fourier series on the interval [0, a]. This already indicates how we built
in the final boundary condition �(x, b) = h(x). Setting y = b in the above formula, we can determine the
coe�cients simply by standard (sine) Fourier series techniques and obtain
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For any given boundary potential h these coe�cients can be calculated and inserting these back into
Eq. (6.64) gives the complete solution.

Polar coordinates
From Eq. (6.11) the two-dimensional Laplacian in polar coordinates reads
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where r 2 [0, 1) and ' 2 [0, 2⇡). Just as in the Cartesian case, we can try to solve the two-dimensional
Laplace equation in polar coordinates by separation of variables as in the following

Exercise 6.6. Solve the two-dimensional homogeneous Laplace equation in polar coordinates by separation
of variables.

However, there is a more systematic way forward. For any fixed radius r > 0, a functions �(r, ') can be
thought of as a function on the circle S1 and can, hence, be expanded in a Fourier series. In other words,
we can write
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where the Fourier coe�cients Ak(r) and Bk(r) can of course change with the radius. Note, there is no
assumption involved yet. Eq. (6.67) still represents a general function. Inserting (6.67) into the Laplace
equation �� = 0 gives
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where the sum ranges over some suitable set of ↵ values. Of course this is a large class of solutions which
can be narrowed down, or be made unique by imposing boundary conditions. Whether this works out in
practice depends on the type of boundary conditions and if they are “compatible” with the chosen set of
coordinates and resulting solution. Here, we are working with Cartesian coordinates and this goes well
together with boundary conditions imposed along lines with x = const and y = const. More generally,
building in boundary conditions tends to be easiest if coordinates are chosen such that the boundaries are
defined by one of the coordinates being constants. For example, polar or spherical coordinates go well
with imposing boundary conditions on circles or spheres, as we will see below.
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with � vanishing on all sides of the rectangle except at y = b where we impose the boundary condition
�(x, b) = h(x) for some given function h. First consider the boundary conditions �(0, y) = �(a, y) = 0
which we can satisfy by setting a↵ = 0 and ↵ = ⇡k
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which, for any fixed y, is a sine Fourier series on the interval [0, a]. This already indicates how we built
in the final boundary condition �(x, b) = h(x). Setting y = b in the above formula, we can determine the
coe�cients simply by standard (sine) Fourier series techniques and obtain
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For any given boundary potential h these coe�cients can be calculated and inserting these back into
Eq. (6.64) gives the complete solution.

Polar coordinates
From Eq. (6.11) the two-dimensional Laplacian in polar coordinates reads
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where r 2 [0, 1) and ' 2 [0, 2⇡). Just as in the Cartesian case, we can try to solve the two-dimensional
Laplace equation in polar coordinates by separation of variables as in the following

Exercise 6.6. Solve the two-dimensional homogeneous Laplace equation in polar coordinates by separation
of variables.

However, there is a more systematic way forward. For any fixed radius r > 0, a functions �(r, ') can be
thought of as a function on the circle S1 and can, hence, be expanded in a Fourier series. In other words,
we can write

�(r, ') =
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(Ak(r) cos(k') + Bk(r) sin(k')) , (6.67)

where the Fourier coe�cients Ak(r) and Bk(r) can of course change with the radius. Note, there is no
assumption involved yet. Eq. (6.67) still represents a general function. Inserting (6.67) into the Laplace
equation �� = 0 gives
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This is a Fourier series which must be identical to zero so all the Fourier coe�cients must vanish. This
leads to a set of ordinary di↵erential equations
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k
)0 = k2Bk , (6.69)

for Ak and Bk. They are easy to solve and lead to

A0(r) = a0 + ã0 ln r , Ak(r) = akr
k + ãkr

�k , Bk(r) = bkr
k + b̃kr

�k . (6.70)

Inserting these results back into Eq. (6.67) gives for the general solution of the two-dimensional homoge-
neous Laplace equation in polar coordinates
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The coe�cients ak, bk, ãk and b̃k are arbitrary at this stage and have to be fixed by boundary conditions.
For example, consider solving the problem on the unit disk {(r, ') | r  1} with the boundary condition

�(1, ') = h('), where h is a given function on S1. Since the origin is in this region we do not want any
negative powers of r for a non-singular solution, so ãk = b̃k = 0. Then, the boundary condition at r = 1
reads

�(1, ') =
a0
2

+
1X

k=1

(ak cos(k') + bk sin(k'))
!
= h(') , (6.72)

This is simply the Fourier series for the function h and we can find the Fourier coe�cients ak and bk by
the usual formulae (3.22).

Now consider solving the problem for the same boundary condition �(1, ') = h(') but for the “ex-
terior” region {(r, ') | r � 1} imposing, in addition, that � remains finite as r ! 1. The last condition
demands that ã0 = 0 and ak = bk = 0 for k = 1, 2, . . . so we have

�(1, ') =
a0
2

+
1X

k=1

(ãk cos(k') + b̃k sin(k'))
!
= h(') . (6.73)

As before, this is a Fourier series for h and we can determine the Fourier coe�cients by the standard
formulae (3.22). So the full solution for � is

�(r, ') =

⇢
a0
2 +

P1
k=1(akr

k cos(k') + bkrk sin(k')) for r  1
a0
2 +
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�k cos(k') + bkr�k sin(k')) for r � 1
, (6.74)

where ak and bk are the Fourier coe�cients of the function h. Note that the two parts of this solution fit
together at r = 1 as they must.

6.3 Laplace equation on the two-sphere

The Laplacian and the Laplace equation on the two-sphere are of significance for a number of reasons.
First of all, we have seen in Eq. (6.21) that the three-dimensional Laplacian in spherical coordinates can
be expressed in terms of the Laplacian on S2 plus a radial piece. Also, as we will discover later, the
Laplacian on the two-sphere is closely connected to the mathematics of the group of rotations. More
practically, two-spheres are all around us - quite literally so in the case of the celestial two-sphere.

Functions on S2

We recall that the two-sphere is usually parametrised by two angles (✓,') 2 [0, ⇡]⇥[0, 2⇡[, as in Eq. (6.18).
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be expressed in terms of the Laplacian on S2 plus a radial piece. Also, as we will discover later, the
Laplacian on the two-sphere is closely connected to the mathematics of the group of rotations. More
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where ak and bk are the Fourier coe�cients of the function h. Note that the two parts of this solution fit
together at r = 1 as they must.
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The Laplacian and the Laplace equation on the two-sphere are of significance for a number of reasons.
First of all, we have seen in Eq. (6.21) that the three-dimensional Laplacian in spherical coordinates can
be expressed in terms of the Laplacian on S2 plus a radial piece. Also, as we will discover later, the
Laplacian on the two-sphere is closely connected to the mathematics of the group of rotations. More
practically, two-spheres are all around us - quite literally so in the case of the celestial two-sphere.
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•  Laplacian on the two-sphere

eigenvalue problem: 

Alternatively and often more conveniently, we can use the coordinates (x, ') 2 [�1, 1] ⇥ [0, 2⇡[ where
x = cos ✓. Sometimes it is also useful to parametrise the two-sphere by unit vectors n 2 R3. In terms of
the coordinates (x, ') the Laplacian (6.20) takes the form

�S2 = (1 � x2)
@2

@x2
� 2x

@

@x
+

1

1 � x2

@2

@'2
. (6.75)

We should add a word of caution about functions f : S2 ! F on the two-sphere. In practice, we describe
these as functions f = f(x, ') of the coordinates but not all of these are well-defined on S2. First of all,
a continuous f needs to be periodic in ', so f(✓, 0) = f(✓, 2⇡). There is another, more basic condition
which arises because the parametrisation (6.18) breaks down at (x, ') = (±1, ') which correspond to the
same two points (the north and the south pole) for all values of '. Hence, a function f = f(x, ') is only
well-defined on S2 if f(±1, ') is independent of '. So, for example, f(x, ') = x sin ' is not well-defined
on S2 while f(x, ') = (1 � x2) sin ' is. This discussion can be summarised by saying that we can expand
a function f on the two-sphere in a Fourier series

f(x, ') =
X

m2Z
ym(x)eim' , (6.76)

with ym(±1) = 0 for all m 6= 0.
Another useful observation is that as an operator on the inner product space C1(S2) with scalar

product

hf, giS2 =

Z

S2
f(x)⇤g(x) dS , dS = sin ✓d✓ d' = dx d' , (6.77)

the Laplacian �S2 is self-adjoint. This is most elegantly seen by using the general formulae from
Lemma 6.1.

hf, �giS2 =

Z

X

f⇤�g dS =

Z

V

f(t)⇤
1

p
g

@

@ti

✓
p

gGij
@g

@tj
(t)

◆
p

gdkt =

Z

X

(�f)⇤g dS = h�f, giS2 . (6.78)

Hence, we know that the eigenvalues of �S2 are real and eigenvectors for di↵erent eigenvalue are orthogonal
relative to the above inner product.

Eigenvalue problem for the Laplacian on S2

Solving the eigenvalue problem
�S2 f = �f , (6.79)

is immensely useful and our main task. Inserting the expansion (6.76) into the eigenvalue equation (6.79)
and using the form (6.75) of the Laplacian it is easy to see that the functions ym have to satisfy the
di↵erential equation

(1 � x2)y00m � 2xy0m +

✓
�� � m2

1 � x2

◆
ym = 0 . (6.80)

Comparison with Eq. (4.43) shows that this is precisely of the same form as the di↵erential equation
solved by the associated Legendre polynomials Pm

l
with eigenvalue � = �l(l + 1), where l = 0, 1, . . . and

m = �l, . . . , l. Of course Eq. (6.80) has another solution for � = �l(l + 1) and solutions for other values
of �. However, it can be checked, for example using the power series method explained earlier, that the
Pm

l
are the only solutions which are suitable to define functions on S2. Conversely, Eq. (4.41) shows that

Pm

l
(±1) = 0 for all m 6= 0 so they do have the required behaviour for functions on S2. The conclusion is

that the eigenfunctions and eigenvalues of the Laplacian on the two-sphere are

Pm

l
(x)eim' , � = �l(l + 1) , l = 0, 1, . . . , m = �l, . . . , l . (6.81)
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eigenfcts. are spherical harmonics: 
It is customary to include a suitable normalisation factor and define the spherical harmonics

Y m

l
(✓,') =

s
2l + 1

4⇡

(l � m)!

(l + m)!
Pm

l
(cos ✓)eim' , l = 0, 1, . . . , m = �l, . . . , l . (6.82)

We also note the relation

Y 0
l
(✓,') =

r
2l + 1

4⇡
Pl(cos ✓) , (6.83)

between the Legendre polynomials and the spherical harmonics with m = 0.

Exercise 6.7. Show that Y m

l
= (�1)m(Y �m

l
)⇤. Also show that the first few spherical harmonics are given

by

Y 0
0 =

1p
4⇡

, Y ±1
1 = ⌥

r
3

8⇡
sin ✓e±i' , Y 0

1 =

r
3

4⇡
cos ✓ . (6.84)

From what we have seen, the Y m

l
are eigenfunctions

�S2 Y m

l
= �l(l + 1)Y m

l
(6.85)

of �S2 and all Y m

l
for m = �l, . . . , l have the same eigenvalue � = �l(l +1) which, hence, has degeneracy

2l+1. We already know that Y m

l
and Y m

l0 must be orthogonal for l 6= l0 but, in fact, due to the orthogonality
of the eim' functions the Y m

l
form an orthogonal system. A detailed calculation, based on Eq. (4.44),

shows that
hY m

l
, Y m

0
l0 iS2 = �ll0�

mm
0
, (6.86)

so they form an ortho-normal system on L2(S2). In fact, we have

Theorem 6.8. The spherical harmonics Y m

l
form an orthogonal basis on L2(S2).

Proof. The proof can, for example, be found in Ref. [7].

This means every function f 2 L2(S2) can be expanded in terms of spherical harmonics as

f =
1X

l=0

lX

m=�l

almY m

l
, alm = hY m

l
, fiS2 =

Z

S2
(Y m

l
)⇤f dS . (6.87)

If f happens to be independent of the angle ' then we only need the m = 0 terms in the above expansion
and we can write

f(x) =
1X

l=0

alPl(cos ✓) , al =
4⇡

2l + 1

Z 1

�1
dx Pl(x)f(x) . (6.88)

Multipole expansion
A two-sphere can be parametrised by the set of all three-dimensional unit vector n. Consider two such
unit vectors n and n0 and the functions Pl(n · n0), where Pl are the Legendre polynomials. For fixed n0

(say) these functions should have an expansion of the type (6.87) and the precise form of this expansion
is given in the following

Lemma 6.4. For two unit vectors n,n0 2 R3 we have

Pl(n · n0) =
4⇡

2l + 1

lX

m=�l

Y m

l
(n0)⇤Y m

l
(n) . (6.89)
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From what we have seen, the Y m
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for m = �l, . . . , l have the same eigenvalue � = �l(l +1) which, hence, has degeneracy

2l+1. We already know that Y m

l
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so they form an ortho-normal system on L2(S2). In fact, we have

Theorem 6.8. The spherical harmonics Y m

l
form an orthogonal basis on L2(S2).

Proof. The proof can, for example, be found in Ref. [7].

This means every function f 2 L2(S2) can be expanded in terms of spherical harmonics as
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If f happens to be independent of the angle ' then we only need the m = 0 terms in the above expansion
and we can write
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2l + 1

Z 1

�1
dx Pl(x)f(x) . (6.88)

Multipole expansion
A two-sphere can be parametrised by the set of all three-dimensional unit vector n. Consider two such
unit vectors n and n0 and the functions Pl(n · n0), where Pl are the Legendre polynomials. For fixed n0

(say) these functions should have an expansion of the type (6.87) and the precise form of this expansion
is given in the following
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•  Laplacian in 3d spherical coordinates

satisfies �� = �4⇡⇢ outside the sphere. We should try to fix q̃ and ã so that �||r|=b = 0 and a short
calculation shows this is satisfied if

q̃ = � b

a
q , ã =

b2

a
. (6.99)

Cartesian coordinates
We would like to solve the three-dimensional homogeneous Laplace equation

�� = 0 , � =
@2

@x2
+

@2

@y2
+

@2

@z2
. (6.100)

One way to proceed is by a separation Ansatz just as we did in the two-dimensional case with Cartesian
coordinates but here we would like to follow a related by slightly di↵erent logic based on a Fourier series
expansion.

Exercise 6.10. Solve the three-dimensional Laplace equation in Cartesian coordinates by separation of
variables.

Suppose we are interested in a solution in the box V = [0, a] ⇥ [0, b] ⇥ [0, c] and assume, for now, that
� = 0 an all boundaries with x = 0, a and y = 0, b. For fixed z, any function � 2 L2([0, a] ⇥ [0, b]) with
these boundary conditions can be expanded in a (double) sine Fourier series

�(x, y, z) =
1X

k,l=1

Zk,l(z) sin

✓
⇡kx

a

◆
sin

✓
⇡ly

b

◆
, (6.101)

where Zk,l are functions of z. Inserting this into the Laplace equation gives an ordinary di↵erential
equation

Z 00
k,l

= ⌫2
k,l

Zk,l , ⌫k,l =

s✓
⇡k

a

◆2

+

✓
⇡l

b

◆2

, (6.102)

for each Zk,l whose general solution is

Zk,l(z) = Ak,le
⌫k,lz + Bk,le

�⌫k,lz , (6.103)

with arbitrary constants Ak,l and Bk,l. Combining this result with Eq. (6.101) leads to the general solution

�(x, y, z) =
1X

k,l=1

�
Ak,le

⌫k,lz + Bk,le
�⌫k,lz

�
sin

✓
⇡kx

a

◆
sin

✓
⇡ly

b

◆
(6.104)

of the Laplace equation in the box V = [0, a] ⇥ [0, b] ⇥ [0, c] which vanishes on the boundaries at x = 0, a
and y = 0, b. To fix the remaining constants we have to specify boundary conditions at z = 0 and z = c.
Suppose we demand that �(x, y, 0) = 0. This can be achieved by setting Ak,l = �Bk,l =: ak,l/2 so that
the solution becomes

�(x, y, z) =
1X

k,l=1

ak,l sinh(⌫k,lz) sin

✓
⇡kx

a

◆
sin

✓
⇡ly

b

◆
. (6.105)

Finally, assume for the last boundary at z = c that �(x, y, c) = h(x, y) for a given function h. Then setting
z = c in Eq. (6.105) is a (double) sine Fourier series for the function h and we can compute the remaining
parameters ak,l by standard Fourier series techniques as

ak,l =
4

ab sinh(⌫k,lc)

Z

[0,a]⇥[0,b]
dx dy sin

✓
⇡kx

a

◆
sin

✓
⇡ly

b

◆
h(x, y) . (6.106)
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want to solve

Spherical coordinates
To discuss the three-dimensional Laplace equation in spherical coordinates it is very useful to recall that
the three-dimensional Laplace operator can be written as

�3,sph =
1

r2
@

@r

✓
r2

@

@r

◆
+

1

r2
�S2 , (6.112)

where �S2 is the Laplacian on the two-sphere. Also recall that we have the spherical harmonics Ylm which
form an orthonormal basis of L2(S2) and are eigenfunctions of �S2 , with

�S2Ylm = �l(l + 1)Ylm . (6.113)

All this suggest we should start with an expansion

�(r, ✓, ') =
1X

l=0

lX

m=�l

Rlm(r)Ylm(✓,') . (6.114)

Inserting this expansion into the homogeneous Laplace equation, �� = 0, and using the eigenvector
property (6.113) leads to the di↵erential equations

d

dr

�
r2R0

lm

�
= l(l + 1)Rlm (6.115)

with general solutions
Rlm(r) = Almrl + Blmr�l�1 , (6.116)

for constants Alm and Blm. Inserting this back into the expansion (6.114) leads to the general solution to
the homogeneous Laplace equation in spherical coordinates:

�(r, ✓, ') =
1X

l=0

lX

m=�l

(Almrl + Blmr�l�1)Ylm(✓,') . (6.117)

The arbitrary constants Alm and Blm are fixed by boundary conditions and, given the choice of coordinates,
they are relatively easy to implement if they are imposed on spherical boundaries. We also note that for
problems with azimutal symmetry, that is, when the boundary conditions and � are independent of
', we only require the m = 0 terms in the above expansion. Since the Yl0 are proportional to the
Legendre polynomials this means, after a re-definition of the constants, that, for such problems, we have
the simplified expansion

�(r, ✓) =
1X

l=0

(Alr
l + Blr

�l�1)Pl(cos ✓) . (6.118)

We conclude with an example on how to fix the constants by imposing boundary conditions. Suppose
that V = {(r, ✓, ') | r  a} is the ball with radius a and we demand that �|r=a = h, where h = h(✓,') is a
given function. Since � needs to be smooth in the interior of the ball we first conclude that all terms with
negative powers in r in the expansion (6.114) must vanish, so Blm = 0. The remaining constant Alm can
be fixed by imposing �|r=a = h and using the orthogonality relations (6.87) of the spherical harmonics.
This leads to

h = �|r=a =
1X

l=0

lX

m=�l

AlmalYlm ) Alm =
1

al
hYlm, hiS2 =

1

al

Z

S2
(Ylm)⇤h dS . (6.119)
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�3,sph =
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where �S2 is the Laplacian on the two-sphere. Also recall that we have the spherical harmonics Ylm which
form an orthonormal basis of L2(S2) and are eigenfunctions of �S2 , with

�S2Ylm = �l(l + 1)Ylm . (6.113)

All this suggest we should start with an expansion

�(r, ✓, ') =
1X

l=0

lX

m=�l

Rlm(r)Ylm(✓,') . (6.114)

Inserting this expansion into the homogeneous Laplace equation, �� = 0, and using the eigenvector
property (6.113) leads to the di↵erential equations

d

dr
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r2R0
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�
= l(l + 1)Rlm (6.115)

with general solutions
Rlm(r) = Almrl + Blmr�l�1 , (6.116)

for constants Alm and Blm. Inserting this back into the expansion (6.114) leads to the general solution to
the homogeneous Laplace equation in spherical coordinates:

�(r, ✓, ') =
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m=�l

(Almrl + Blmr�l�1)Ylm(✓,') . (6.117)

The arbitrary constants Alm and Blm are fixed by boundary conditions and, given the choice of coordinates,
they are relatively easy to implement if they are imposed on spherical boundaries. We also note that for
problems with azimutal symmetry, that is, when the boundary conditions and � are independent of
', we only require the m = 0 terms in the above expansion. Since the Yl0 are proportional to the
Legendre polynomials this means, after a re-definition of the constants, that, for such problems, we have
the simplified expansion

�(r, ✓) =
1X
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(Alr
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�l�1)Pl(cos ✓) . (6.118)

We conclude with an example on how to fix the constants by imposing boundary conditions. Suppose
that V = {(r, ✓, ') | r  a} is the ball with radius a and we demand that �|r=a = h, where h = h(✓,') is a
given function. Since � needs to be smooth in the interior of the ball we first conclude that all terms with
negative powers in r in the expansion (6.114) must vanish, so Blm = 0. The remaining constant Alm can
be fixed by imposing �|r=a = h and using the orthogonality relations (6.87) of the spherical harmonics.
This leads to
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Example: Sphere with constant potential

�(a, ✓,') = �0 , �(r, ✓,')
r!1�! 0
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(3) �(r, ✓,') = �0 for r  a
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(1) finiteness implies Blm = 0
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inside: outside:

(1) vanishing at infinity: Alm = 0
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Helmholz equation

8 Other linear partial di↵erential equations

In this chapter, we will discuss a number of other linear partial di↵erential equations which are important
in physics, including the Helmholz equation, the wave equation and the heat equation. We will cover a
number of methods to solve these equations but in the interest of keeping these notes manageable we will
not be quite as thorough as we have been for the Laplace equation. We begin with the Helmholz equation
which is closest to the Laplace equation.

8.1 The Helmholz equation

The homogeneous and inhomogeneous Helmholz equations in R3 (with coordinates x = (xi)) are given by

(� + k2) = 0 , (� + k2) = f , (8.1)

where k 2 R is a real number and � is the three-dimensional Laplace operator (although the equation can,
of course, also be considered in other dimensions). This equation appears, for example, in wave problems
with fixed wave number k, as we will see in our discussion of the wave equation later on.

As always, the general solution to the inhomogeneous Helmholz equation is given as a sum of the
general solution of the homogeneous equation plus a special solution of the inhomogeneous equation. The
homogeneous Helmholz equation is an eigenvalue equation (with eigenvalue �k2) for the Laplace operator
and many of the methods discussed in the context of the Laplace equation can be applied.

To find a special solution of the inhomogeneous equation we can use the Green function method, in
analogy to what we did for the Laplace equation. Define the functions

G±(r) =
e±ikr

r
, (8.2)

where r = |x| is the radial coordinate. Given that this function is independent of the angles we can use
only the radial part of the Laplacian in spherical coordinates (6.17) to verify that, for r > 0

(� + k2)G± =

✓
1

r2
d

dr

✓
r2

d

dr

◆
+ k2

◆
G± = 0 . (8.3)

Hence, G± solves the homogeneous Helmholz equation for r > 0 in much the same way 1/r solves the
homogeneous Laplace equation. In fact, the analogy goes further as stated in the following

Theorem 8.1. With G = AG+ + BG�, where A, B 2 R and A + B = 1 the distribution TG is a
fundamental solution to the Helmholz operator, that is,

(� + k2)TG = �4⇡�0 . (8.4)

Proof. The proof is very much in analogy with the corresponding one for the Laplace equation 7.4 and
can be found in Ref. [4]. Essentially, it relies on �T1/r = �4⇡�0 and the fact that 1/r is really the only
singularity in G.

With this result, the general solution to the inhomogeneous Helmholz equation can be written as

 (x) =  hom(x) � 1

4⇡
(TG ? f)(x) =  hom(x) � 1

4⇡

Z

R3
d3y G(x � y)f(y) , (8.5)

where  hom is an arbitrary solution of the homogeneous equation.
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number of methods to solve these equations but in the interest of keeping these notes manageable we will
not be quite as thorough as we have been for the Laplace equation. We begin with the Helmholz equation
which is closest to the Laplace equation.

8.1 The Helmholz equation

The homogeneous and inhomogeneous Helmholz equations in R3 (with coordinates x = (xi)) are given by

(� + k2) = 0 , (� + k2) = f , (8.1)

where k 2 R is a real number and � is the three-dimensional Laplace operator (although the equation can,
of course, also be considered in other dimensions). This equation appears, for example, in wave problems
with fixed wave number k, as we will see in our discussion of the wave equation later on.

As always, the general solution to the inhomogeneous Helmholz equation is given as a sum of the
general solution of the homogeneous equation plus a special solution of the inhomogeneous equation. The
homogeneous Helmholz equation is an eigenvalue equation (with eigenvalue �k2) for the Laplace operator
and many of the methods discussed in the context of the Laplace equation can be applied.

To find a special solution of the inhomogeneous equation we can use the Green function method, in
analogy to what we did for the Laplace equation. Define the functions

G±(r) =
e±ikr

r
, (8.2)

where r = |x| is the radial coordinate. Given that this function is independent of the angles we can use
only the radial part of the Laplacian in spherical coordinates (6.17) to verify that, for r > 0

(� + k2)G± =

✓
1

r2
d

dr

✓
r2

d

dr

◆
+ k2

◆
G± = 0 . (8.3)

Hence, G± solves the homogeneous Helmholz equation for r > 0 in much the same way 1/r solves the
homogeneous Laplace equation. In fact, the analogy goes further as stated in the following

Theorem 8.1. With G = AG+ + BG�, where A, B 2 R and A + B = 1 the distribution TG is a
fundamental solution to the Helmholz operator, that is,

(� + k2)TG = �4⇡�0 . (8.4)

Proof. The proof is very much in analogy with the corresponding one for the Laplace equation 7.4 and
can be found in Ref. [4]. Essentially, it relies on �T1/r = �4⇡�0 and the fact that 1/r is really the only
singularity in G.

With this result, the general solution to the inhomogeneous Helmholz equation can be written as

 (x) =  hom(x) � 1

4⇡
(TG ? f)(x) =  hom(x) � 1

4⇡
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117

inhomogeneous eq.: Green function                      ,                where 

8 Other linear partial di↵erential equations

In this chapter, we will discuss a number of other linear partial di↵erential equations which are important
in physics, including the Helmholz equation, the wave equation and the heat equation. We will cover a
number of methods to solve these equations but in the interest of keeping these notes manageable we will
not be quite as thorough as we have been for the Laplace equation. We begin with the Helmholz equation
which is closest to the Laplace equation.

8.1 The Helmholz equation

The homogeneous and inhomogeneous Helmholz equations in R3 (with coordinates x = (xi)) are given by

(� + k2) = 0 , (� + k2) = f , (8.1)

where k 2 R is a real number and � is the three-dimensional Laplace operator (although the equation can,
of course, also be considered in other dimensions). This equation appears, for example, in wave problems
with fixed wave number k, as we will see in our discussion of the wave equation later on.

As always, the general solution to the inhomogeneous Helmholz equation is given as a sum of the
general solution of the homogeneous equation plus a special solution of the inhomogeneous equation. The
homogeneous Helmholz equation is an eigenvalue equation (with eigenvalue �k2) for the Laplace operator
and many of the methods discussed in the context of the Laplace equation can be applied.

To find a special solution of the inhomogeneous equation we can use the Green function method, in
analogy to what we did for the Laplace equation. Define the functions

G±(r) =
e±ikr

r
, (8.2)

where r = |x| is the radial coordinate. Given that this function is independent of the angles we can use
only the radial part of the Laplacian in spherical coordinates (6.17) to verify that, for r > 0

(� + k2)G± =

✓
1

r2
d

dr

✓
r2

d

dr

◆
+ k2

◆
G± = 0 . (8.3)

Hence, G± solves the homogeneous Helmholz equation for r > 0 in much the same way 1/r solves the
homogeneous Laplace equation. In fact, the analogy goes further as stated in the following

Theorem 8.1. With G = AG+ + BG�, where A, B 2 R and A + B = 1 the distribution TG is a
fundamental solution to the Helmholz operator, that is,

(� + k2)TG = �4⇡�0 . (8.4)

Proof. The proof is very much in analogy with the corresponding one for the Laplace equation 7.4 and
can be found in Ref. [4]. Essentially, it relies on �T1/r = �4⇡�0 and the fact that 1/r is really the only
singularity in G.

With this result, the general solution to the inhomogeneous Helmholz equation can be written as

 (x) =  hom(x) � 1

4⇡
(TG ? f)(x) =  hom(x) � 1

4⇡

Z

R3
d3y G(x � y)f(y) , (8.5)

where  hom is an arbitrary solution of the homogeneous equation.

117

(�+ k2)G(x) = �4⇡�(x)

<latexit sha1_base64="pnHSlCp9F7hriSiI2ldck/L6KHg=">AAACFHicbVDLSsNAFJ3UV62vqEs3g0VoKZakVHShUFDQZQX7gCaWyXTSDp08mJmIJfQj3Pgrblwo4taFO//GSRtEWw9cOJxzL/fe44SMCmkYX1pmYXFpeSW7mltb39jc0rd3miKIOCYNHLCAtx0kCKM+aUgqGWmHnCDPYaTlDM8Tv3VHuKCBfyNHIbE91PepSzGSSurqpYJ1QZhEpeFtpXhZiC3Hhffj4tlh1Qqp1UusH7Gr542yMQGcJ2ZK8iBFvat/Wr0ARx7xJWZIiI5phNKOEZcUMzLOWZEgIcJD1CcdRX3kEWHHk6fG8EApPegGXJUv4UT9PREjT4iR56hOD8mBmPUS8T+vE0n3xI6pH0aS+Hi6yI0YlAFMEoI9ygmWbKQIwpyqWyEeII6wVDnmVAjm7MvzpFkpm9Xy0XU1XztN48iCPbAPCsAEx6AGrkAdNAAGD+AJvIBX7VF71t6092lrRktndsEfaB/fiS6cog==</latexit>

8 Other linear partial di↵erential equations

In this chapter, we will discuss a number of other linear partial di↵erential equations which are important
in physics, including the Helmholz equation, the wave equation and the heat equation. We will cover a
number of methods to solve these equations but in the interest of keeping these notes manageable we will
not be quite as thorough as we have been for the Laplace equation. We begin with the Helmholz equation
which is closest to the Laplace equation.

8.1 The Helmholz equation

The homogeneous and inhomogeneous Helmholz equations in R3 (with coordinates x = (xi)) are given by

(� + k2) = 0 , (� + k2) = f , (8.1)

where k 2 R is a real number and � is the three-dimensional Laplace operator (although the equation can,
of course, also be considered in other dimensions). This equation appears, for example, in wave problems
with fixed wave number k, as we will see in our discussion of the wave equation later on.

As always, the general solution to the inhomogeneous Helmholz equation is given as a sum of the
general solution of the homogeneous equation plus a special solution of the inhomogeneous equation. The
homogeneous Helmholz equation is an eigenvalue equation (with eigenvalue �k2) for the Laplace operator
and many of the methods discussed in the context of the Laplace equation can be applied.

To find a special solution of the inhomogeneous equation we can use the Green function method, in
analogy to what we did for the Laplace equation. Define the functions

G±(r) =
e±ikr

r
, (8.2)

where r = |x| is the radial coordinate. Given that this function is independent of the angles we can use
only the radial part of the Laplacian in spherical coordinates (6.17) to verify that, for r > 0

(� + k2)G± =

✓
1

r2
d

dr

✓
r2

d

dr

◆
+ k2

◆
G± = 0 . (8.3)

Hence, G± solves the homogeneous Helmholz equation for r > 0 in much the same way 1/r solves the
homogeneous Laplace equation. In fact, the analogy goes further as stated in the following

Theorem 8.1. With G = AG+ + BG�, where A, B 2 R and A + B = 1 the distribution TG is a
fundamental solution to the Helmholz operator, that is,

(� + k2)TG = �4⇡�0 . (8.4)

Proof. The proof is very much in analogy with the corresponding one for the Laplace equation 7.4 and
can be found in Ref. [4]. Essentially, it relies on �T1/r = �4⇡�0 and the fact that 1/r is really the only
singularity in G.

With this result, the general solution to the inhomogeneous Helmholz equation can be written as

 (x) =  hom(x) � 1

4⇡
(TG ? f)(x) =  hom(x) � 1

4⇡

Z

R3
d3y G(x � y)f(y) , (8.5)

where  hom is an arbitrary solution of the homogeneous equation.

117

8 Other linear partial di↵erential equations

In this chapter, we will discuss a number of other linear partial di↵erential equations which are important
in physics, including the Helmholz equation, the wave equation and the heat equation. We will cover a
number of methods to solve these equations but in the interest of keeping these notes manageable we will
not be quite as thorough as we have been for the Laplace equation. We begin with the Helmholz equation
which is closest to the Laplace equation.

8.1 The Helmholz equation

The homogeneous and inhomogeneous Helmholz equations in R3 (with coordinates x = (xi)) are given by

(� + k2) = 0 , (� + k2) = f , (8.1)

where k 2 R is a real number and � is the three-dimensional Laplace operator (although the equation can,
of course, also be considered in other dimensions). This equation appears, for example, in wave problems
with fixed wave number k, as we will see in our discussion of the wave equation later on.

As always, the general solution to the inhomogeneous Helmholz equation is given as a sum of the
general solution of the homogeneous equation plus a special solution of the inhomogeneous equation. The
homogeneous Helmholz equation is an eigenvalue equation (with eigenvalue �k2) for the Laplace operator
and many of the methods discussed in the context of the Laplace equation can be applied.

To find a special solution of the inhomogeneous equation we can use the Green function method, in
analogy to what we did for the Laplace equation. Define the functions

G±(r) =
e±ikr

r
, (8.2)

where r = |x| is the radial coordinate. Given that this function is independent of the angles we can use
only the radial part of the Laplacian in spherical coordinates (6.17) to verify that, for r > 0

(� + k2)G± =

✓
1

r2
d

dr

✓
r2

d

dr

◆
+ k2

◆
G± = 0 . (8.3)

Hence, G± solves the homogeneous Helmholz equation for r > 0 in much the same way 1/r solves the
homogeneous Laplace equation. In fact, the analogy goes further as stated in the following

Theorem 8.1. With G = AG+ + BG�, where A, B 2 R and A + B = 1 the distribution TG is a
fundamental solution to the Helmholz operator, that is,

(� + k2)TG = �4⇡�0 . (8.4)

Proof. The proof is very much in analogy with the corresponding one for the Laplace equation 7.4 and
can be found in Ref. [4]. Essentially, it relies on �T1/r = �4⇡�0 and the fact that 1/r is really the only
singularity in G.

With this result, the general solution to the inhomogeneous Helmholz equation can be written as

 (x) =  hom(x) � 1

4⇡
(TG ? f)(x) =  hom(x) � 1

4⇡

Z

R3
d3y G(x � y)f(y) , (8.5)

where  hom is an arbitrary solution of the homogeneous equation.

117



Example: Infinite spherical well

This means the general solution is given by

 (t, x, y) =
1X

k,l=1

(ak,l sin(!k,lt) + bk,l cos(!k,lt)) sin

✓
k⇡x

a

◆
sin

✓
l⇡y

b

◆
. (43)

and the coe�cients ak,l and bk,l are fixed by the initial conditions and can be explicitly
computed via a double sine Fourier series. For the square membrane a = b the two lowest
frequencies are

!1,1 =
p
2
⇡

a
, !1,2 = !2,1 =

p
5
⇡

a
. (44)

(b) Starting from the general solution (43) we can specialise to a solution which vanishes
along the diagonal x = y demanding that ak,l = �al,k and bk,l = �bl,k. In this way we
get

 (t, x, y) =
X

k<l

(ak,l sin(!k,lt) + bk,l cos(!k,lt))

⇥
✓
sin

✓
k⇡x

a

◆
sin

✓
l⇡y

a

◆
� sin

✓
l⇡x

a

◆
sin

✓
k⇡y

a

◆◆
(45)

It is easy to see that this does indeed vanish if x = y and that this is the most general
solution to the square membrane which does. On the other hand, any solution for the tri-
angular membrane can be “completed” to a solution for the square membrane by “adding
the upper triangle” and which vanishes along the diagonal. In short, Eq. (45) is the most
general solution to the triangular membrane with Dirichlet boundary conditions. The
spectrum is given by !k,l with k < l, so the lowest frequency is now !1,2 =

p
5⇡
a .

6) (Eigenfunctions of the Laplacian)
Consider the eigenvalue problem

�� = E (46)

in three dimensions and with boundary condition  ||x|=a = 0. (In quantum mechanics, this
correspond to finding the energy eigenstates of a particle in an infinite spherical well.)

(a) Write the three-dimensional Laplacian in terms of a radial coordinate r and the Laplacian
�S2 on the two-sphere and start by expanding  (r, ✓,') =

P
l.mRl,m(r)Ylm(✓,'), where

Rlm are functions to be determined. Show that the Rlm must satisfy the di↵erential
equation r2y00 + 2ry0 + (Er2 � l(l + 1))y = 0.

(b) Introduce a new coordinate ⇢ =
p
Er and define ỹ =

p
⇢y. Show that, in terms of

these new quantities, the di↵erential equation from part (a) becomes a Bessel di↵erential
equation ⇢2ỹ00+⇢ỹ0+(⇢2� (l+1/2)2)ỹ = 0 (where the prime now denotes a ⇢ derivative).

(c) Find the solutions for Rlm and impose the boundary condition Rlm(a) = 0. Which
eigenvalues E do you find?
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8

Problem: solve eigenvalue problem              with boundary cond.  

Solution

(a) This follows immediately by inserting the Ansatz into the eigenvalue equation with the
Laplacian written in the form

�3,sph =
1

r2
@

@r

✓
r2
@

@r

◆
+

1

r2
�S2 . (47)

and using that �S2Ylm = �l(l + 1)Ylm.

(b) A simple calculation leads to the desired result.

(c) The equation in part (b) is a Bessel di↵erential equation for ⌫ = l+ 1/2. Hence, we have
for the radial part

Rl,m(r) ⇠ 1p
r
Jl+1/2(

p
Er) . (48)

(The other Bessel function Nl+1/2 leads to a singularity at the origin and cannot be used.)

We denote by zl,n, where n = 1, 2, . . . the nth zero of the Bessel function Jl+1/2. Then,

the boundary condition Rl,m(a) = 0 means that
p
Ea = zl,n so we have the eigenvalues

E =
z2l,n
a2

. (49)

and associated eigenfunctions

 n,l,m(r, ✓,') ⇠ 1p
r
Jl+1/2

⇣zl,nr
a

⌘
Ylm(✓,') . (50)

7 (Heat equation)
Consider the heat equation


@2 

@x2
=
@ 

@t
, (51)

where  is a positive constant, x 2 [0, a] and  is real-valued. For t > 0, we demand Dirichlet
boundary conditions  (t, 0) =  0 at x = 0 (where  0 is a constant) and von Neumann boundary
conditions @ 

@x (t, a) = 0 at x = a. The initial condition is  (0, x) = 0.

(a) As a preparation, we introduce the functions gk : [0, a] ! R defined by

gk(x) =

r
2

a
sin(qkx) , qk =

⇡

a

✓
k +

1

2

◆
(52)

where k = 0, 1, . . .. Show that these functions satisfy the boundary conditions gk(0) = 0
and g0k(a) = 0, that they form an ortho-normal system relative to the standard scalar

product on L2([0, a]) and that they are eigenfunctions of d2

dx2 with

d2

dx2
gk = �q2kgk . (53)

9
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(1) recall:

This means the general solution is given by

 (t, x, y) =
1X

k,l=1

(ak,l sin(!k,lt) + bk,l cos(!k,lt)) sin
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◆
sin
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l⇡y
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◆
. (43)

and the coe�cients ak,l and bk,l are fixed by the initial conditions and can be explicitly
computed via a double sine Fourier series. For the square membrane a = b the two lowest
frequencies are

!1,1 =
p
2
⇡

a
, !1,2 = !2,1 =

p
5
⇡

a
. (44)

(b) Starting from the general solution (43) we can specialise to a solution which vanishes
along the diagonal x = y demanding that ak,l = �al,k and bk,l = �bl,k. In this way we
get

 (t, x, y) =
X

k<l

(ak,l sin(!k,lt) + bk,l cos(!k,lt))

⇥
✓
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✓
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a
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sin
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l⇡y
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� sin
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a

◆
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a
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(45)

It is easy to see that this does indeed vanish if x = y and that this is the most general
solution to the square membrane which does. On the other hand, any solution for the tri-
angular membrane can be “completed” to a solution for the square membrane by “adding
the upper triangle” and which vanishes along the diagonal. In short, Eq. (45) is the most
general solution to the triangular membrane with Dirichlet boundary conditions. The
spectrum is given by !k,l with k < l, so the lowest frequency is now !1,2 =

p
5⇡
a .

6) (Eigenfunctions of the Laplacian)
Consider the eigenvalue problem

�� = E (46)

in three dimensions and with boundary condition  ||x|=a = 0. (In quantum mechanics, this
correspond to finding the energy eigenstates of a particle in an infinite spherical well.)

(a) Write the three-dimensional Laplacian in terms of a radial coordinate r and the Laplacian
�S2 on the two-sphere and start by expanding  (r, ✓,') =

P
l.mRl,m(r)Ylm(✓,'), where

Rlm are functions to be determined. Show that the Rlm must satisfy the di↵erential
equation r2y00 + 2ry0 + (Er2 � l(l + 1))y = 0.

(b) Introduce a new coordinate ⇢ =
p
Er and define ỹ =

p
⇢y. Show that, in terms of

these new quantities, the di↵erential equation from part (a) becomes a Bessel di↵erential
equation ⇢2ỹ00+⇢ỹ0+(⇢2� (l+1/2)2)ỹ = 0 (where the prime now denotes a ⇢ derivative).

(c) Find the solutions for Rlm and impose the boundary condition Rlm(a) = 0. Which
eigenvalues E do you find?

8

(2) expand:
Bessel diff. eq. for ⌫ = l +

1

2
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(3) insert and find eq. for radial part      :Rl,m
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This means the general solution is given by

 (t, x, y) =
1X

k,l=1

(ak,l sin(!k,lt) + bk,l cos(!k,lt)) sin

✓
k⇡x

a

◆
sin

✓
l⇡y

b

◆
. (43)

and the coe�cients ak,l and bk,l are fixed by the initial conditions and can be explicitly
computed via a double sine Fourier series. For the square membrane a = b the two lowest
frequencies are

!1,1 =
p
2
⇡

a
, !1,2 = !2,1 =

p
5
⇡

a
. (44)

(b) Starting from the general solution (43) we can specialise to a solution which vanishes
along the diagonal x = y demanding that ak,l = �al,k and bk,l = �bl,k. In this way we
get

 (t, x, y) =
X

k<l

(ak,l sin(!k,lt) + bk,l cos(!k,lt))

⇥
✓
sin

✓
k⇡x

a

◆
sin

✓
l⇡y

a

◆
� sin

✓
l⇡x

a

◆
sin

✓
k⇡y

a

◆◆
(45)

It is easy to see that this does indeed vanish if x = y and that this is the most general
solution to the square membrane which does. On the other hand, any solution for the tri-
angular membrane can be “completed” to a solution for the square membrane by “adding
the upper triangle” and which vanishes along the diagonal. In short, Eq. (45) is the most
general solution to the triangular membrane with Dirichlet boundary conditions. The
spectrum is given by !k,l with k < l, so the lowest frequency is now !1,2 =

p
5⇡
a .

6) (Eigenfunctions of the Laplacian)
Consider the eigenvalue problem

�� = E (46)

in three dimensions and with boundary condition  ||x|=a = 0. (In quantum mechanics, this
correspond to finding the energy eigenstates of a particle in an infinite spherical well.)

(a) Write the three-dimensional Laplacian in terms of a radial coordinate r and the Laplacian
�S2 on the two-sphere and start by expanding  (r, ✓,') =

P
l.mRl,m(r)Ylm(✓,'), where

Rlm are functions to be determined. Show that the Rlm must satisfy the di↵erential
equation r2y00 + 2ry0 + (Er2 � l(l + 1))y = 0.

(b) Introduce a new coordinate ⇢ =
p
Er and define ỹ =

p
⇢y. Show that, in terms of

these new quantities, the di↵erential equation from part (a) becomes a Bessel di↵erential
equation ⇢2ỹ00+⇢ỹ0+(⇢2� (l+1/2)2)ỹ = 0 (where the prime now denotes a ⇢ derivative).

(c) Find the solutions for Rlm and impose the boundary condition Rlm(a) = 0. Which
eigenvalues E do you find?

8

This means the general solution is given by

 (t, x, y) =
1X

k,l=1

(ak,l sin(!k,lt) + bk,l cos(!k,lt)) sin

✓
k⇡x

a

◆
sin

✓
l⇡y

b

◆
. (43)

and the coe�cients ak,l and bk,l are fixed by the initial conditions and can be explicitly
computed via a double sine Fourier series. For the square membrane a = b the two lowest
frequencies are

!1,1 =
p
2
⇡

a
, !1,2 = !2,1 =

p
5
⇡

a
. (44)

(b) Starting from the general solution (43) we can specialise to a solution which vanishes
along the diagonal x = y demanding that ak,l = �al,k and bk,l = �bl,k. In this way we
get

 (t, x, y) =
X

k<l

(ak,l sin(!k,lt) + bk,l cos(!k,lt))

⇥
✓
sin

✓
k⇡x

a

◆
sin

✓
l⇡y

a

◆
� sin

✓
l⇡x

a

◆
sin

✓
k⇡y

a

◆◆
(45)

It is easy to see that this does indeed vanish if x = y and that this is the most general
solution to the square membrane which does. On the other hand, any solution for the tri-
angular membrane can be “completed” to a solution for the square membrane by “adding
the upper triangle” and which vanishes along the diagonal. In short, Eq. (45) is the most
general solution to the triangular membrane with Dirichlet boundary conditions. The
spectrum is given by !k,l with k < l, so the lowest frequency is now !1,2 =

p
5⇡
a .

6) (Eigenfunctions of the Laplacian)
Consider the eigenvalue problem

�� = E (46)

in three dimensions and with boundary condition  ||x|=a = 0. (In quantum mechanics, this
correspond to finding the energy eigenstates of a particle in an infinite spherical well.)

(a) Write the three-dimensional Laplacian in terms of a radial coordinate r and the Laplacian
�S2 on the two-sphere and start by expanding  (r, ✓,') =

P
l.mRl,m(r)Ylm(✓,'), where

Rlm are functions to be determined. Show that the Rlm must satisfy the di↵erential
equation r2y00 + 2ry0 + (Er2 � l(l + 1))y = 0.

(b) Introduce a new coordinate ⇢ =
p
Er and define ỹ =
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(4) radial part: 

Solution

(a) This follows immediately by inserting the Ansatz into the eigenvalue equation with the
Laplacian written in the form

�3,sph =
1

r2
@

@r

✓
r2
@

@r

◆
+

1

r2
�S2 . (47)

and using that �S2Ylm = �l(l + 1)Ylm.

(b) A simple calculation leads to the desired result.

(c) The equation in part (b) is a Bessel di↵erential equation for ⌫ = l+ 1/2. Hence, we have
for the radial part

Rl,m(r) ⇠ 1p
r
Jl+1/2(

p
Er) . (48)

(The other Bessel function Nl+1/2 leads to a singularity at the origin and cannot be used.)

We denote by zl,n, where n = 1, 2, . . . the nth zero of the Bessel function Jl+1/2. Then,

the boundary condition Rl,m(a) = 0 means that
p
Ea = zl,n so we have the eigenvalues

E =
z2l,n
a2

. (49)

and associated eigenfunctions

 n,l,m(r, ✓,') ⇠ 1p
r
Jl+1/2

⇣zl,nr
a

⌘
Ylm(✓,') . (50)

7 (Heat equation)
Consider the heat equation


@2 

@x2
=
@ 

@t
, (51)

where  is a positive constant, x 2 [0, a] and  is real-valued. For t > 0, we demand Dirichlet
boundary conditions  (t, 0) =  0 at x = 0 (where  0 is a constant) and von Neumann boundary
conditions @ 

@x (t, a) = 0 at x = a. The initial condition is  (0, x) = 0.

(a) As a preparation, we introduce the functions gk : [0, a] ! R defined by

gk(x) =

r
2

a
sin(qkx) , qk =

⇡

a

✓
k +

1

2

◆
(52)

where k = 0, 1, . . .. Show that these functions satisfy the boundary conditions gk(0) = 0
and g0k(a) = 0, that they form an ortho-normal system relative to the standard scalar

product on L2([0, a]) and that they are eigenfunctions of d2

dx2 with

d2

dx2
gk = �q2kgk . (53)

9

zeros of Bessel function Jl+1/2
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(5)  Rl,m(a) = 0 )
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Time evolution

Many problems in physics are of the form

(i) 

8.2 Eigenfunctions and time evolution

Many partial di↵erential equations in physics involve a number of spatial coordinates x = (x1, . . . , xn)T 2
V ⇢ U ⇢ Rn as well as time t 2 R and are of the form

H =
1

c
 ̇ or H =  ̈ , (8.6)

where  =  (t,x), the dot denotes the derivative @

@t
and c is a constant. We assume that H is a second

order linear di↵erential operator in the spatial di↵erentials @

@xi
, so a di↵erential operator on C1(U)\L2(U)

which is time-independent and hermitian relative to the standard scalar product on L2(U). If boundary
conditions are imposed on @V we assume that they are also time-independent. Under these conditions
there frequently exists a (time-independent) ortho-normal basis (�i)1i=1 of L2(U) with the desired boundary
behaviour which consists of eigenfunctions of H, so

H�i = �i�i , (8.7)

where the eigenvalues �i are real since H is hermitian. The problem is to solve the above equations
subject to an initial condition  (0,x) =  0(x) and, in addition,  ̇(0,x) =  ̇0(x) in the case of the second
equation (8.6), for given functions  0 and  ̇0. This can be done by expanding the function  , for any
given time t, in terms of the basis (�i), so that

 (t,x) =
X

i

Ai(t)�i(x) . (8.8)

Inserting this into the first Eq. (8.6) leads to

Ȧi = c�iAi ) Ai = aie
c�it (8.9)

so that the complete solution reads

 (t,x) =
X

i

ai�i(x)ec�it . (8.10)

The remaining constants ai are fixed by the initial condition  (0,x) =
P

i
ai�i(x)

!
=  0(x) which can be

solved in the usual way, using the orthogonality relations h�i,�ji = �ij . This leads to

ai = h�i, 0i . (8.11)

A similar calculation for the second equation (8.6) (assuming that �i < 0) leads to

Äi = �|�i|Ai ) Ai = ai sin
⇣p

|�i| t
⌘

+ bi cos
⇣p

|�i| t
⌘

(8.12)

so that
 (t,x) =

X

i

⇣
ai sin

⇣p
|�i| t

⌘
+ bi cos

⇣p
|�i| t

⌘⌘
�i(x) . (8.13)

The constants ai and bi are fixed by the initial conditions  (0,x) =
P

i
bi�i(x)

!
=  0(x) and  ̇(0,x) =

P
i
ai
p

|�i|�i(x)
!
=  ̇0(x) and are, hence, given by

ai =
1p
|�i|

h�i,  ̇0i , bi = h�i, 0i . (8.14)

Below, we will discuss various examples of this structure more explicitly.
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where                 and    is a second order diff. operator in   .  
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Äi = �|�i|Ai ) Ai = ai sin
⇣p

|�i| t
⌘

+ bi cos
⇣p

|�i| t
⌘

(8.12)

so that
 (t,x) =

X

i

⇣
ai sin

⇣p
|�i| t

⌘
+ bi cos

⇣p
|�i| t

⌘⌘
�i(x) . (8.13)

The constants ai and bi are fixed by the initial conditions  (0,x) =
P

i
bi�i(x)

!
=  0(x) and  ̇(0,x) =

P
i
ai
p

|�i|�i(x)
!
=  ̇0(x) and are, hence, given by

ai =
1p
|�i|

h�i,  ̇0i , bi = h�i, 0i . (8.14)

Below, we will discuss various examples of this structure more explicitly.
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8.2 Eigenfunctions and time evolution

Many partial di↵erential equations in physics involve a number of spatial coordinates x = (x1, . . . , xn)T 2
V ⇢ U ⇢ Rn as well as time t 2 R and are of the form

H =
1

c
 ̇ or H =  ̈ , (8.6)

where  =  (t,x), the dot denotes the derivative @

@t
and c is a constant. We assume that H is a second

order linear di↵erential operator in the spatial di↵erentials @

@xi
, so a di↵erential operator on C1(U)\L2(U)

which is time-independent and hermitian relative to the standard scalar product on L2(U). If boundary
conditions are imposed on @V we assume that they are also time-independent. Under these conditions
there frequently exists a (time-independent) ortho-normal basis (�i)1i=1 of L2(U) with the desired boundary
behaviour which consists of eigenfunctions of H, so

H�i = �i�i , (8.7)

where the eigenvalues �i are real since H is hermitian. The problem is to solve the above equations
subject to an initial condition  (0,x) =  0(x) and, in addition,  ̇(0,x) =  ̇0(x) in the case of the second
equation (8.6), for given functions  0 and  ̇0. This can be done by expanding the function  , for any
given time t, in terms of the basis (�i), so that

 (t,x) =
X

i

Ai(t)�i(x) . (8.8)

Inserting this into the first Eq. (8.6) leads to

Ȧi = c�iAi ) Ai = aie
c�it (8.9)

so that the complete solution reads

 (t,x) =
X

i

ai�i(x)ec�it . (8.10)

The remaining constants ai are fixed by the initial condition  (0,x) =
P

i
ai�i(x)

!
=  0(x) which can be

solved in the usual way, using the orthogonality relations h�i,�ji = �ij . This leads to

ai = h�i, 0i . (8.11)

A similar calculation for the second equation (8.6) (assuming that �i < 0) leads to

Äi = �|�i|Ai ) Ai = ai sin
⇣p

|�i| t
⌘

+ bi cos
⇣p

|�i| t
⌘

(8.12)
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X

i

⇣
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⌘
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⇣p
|�i| t

⌘⌘
�i(x) . (8.13)
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P

i
bi�i(x)

!
=  0(x) and  ̇(0,x) =

P
i
ai
p

|�i|�i(x)
!
=  ̇0(x) and are, hence, given by

ai =
1p
|�i|

h�i,  ̇0i , bi = h�i, 0i . (8.14)

Below, we will discuss various examples of this structure more explicitly.
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Fix constants from initial conditions on           and  (0,x)

<latexit sha1_base64="c0oSgLiBn4vYfLkfmuBIe+89VY4=">AAAB+HicdVDLSsNAFJ34rPXRqEs3g0WoICGJsa3gouDGZQX7gCaUyXTSDp08mJmINfRL3LhQxK2f4s6/cdJWUNEDFw7n3Mu99/gJo0Ka5oe2tLyyurZe2Chubm3vlPTdvbaIU45JC8cs5l0fCcJoRFqSSka6CSco9Bnp+OPL3O/cEi5oHN3ISUK8EA0jGlCMpJL6eslNBK2YJ5nrB/BuetzXy6ZxXq/aThWahmnWLNvKiV1zTh1oKSVHGSzQ7Ovv7iDGaUgiiRkSomeZifQyxCXFjEyLbipIgvAYDUlP0QiFRHjZ7PApPFLKAAYxVxVJOFO/T2QoFGIS+qozRHIkfnu5+JfXS2VQ9zIaJakkEZ4vClIGZQzzFOCAcoIlmyiCMKfqVohHiCMsVVZFFcLXp/B/0rYNyzHOrp1y42IRRwEcgENQARaogQa4Ak3QAhik4AE8gWftXnvUXrTXeeuStpjZBz+gvX0C1GKSjg==</latexit>

 ̇(0,x)

<latexit sha1_base64="lliD04Uz/NFfBqFi0+RGeE8KzDo=">AAAB/nicdVDLSsNAFJ34rPUVFVduBotQQUoSY1vBRcGNywr2AU0ok+mkHTp5MDMRSwj4K25cKOLW73Dn3zhpK6jogQuHc+6dufd4MaNCGsaHtrC4tLyyWlgrrm9sbm3rO7ttESUckxaOWMS7HhKE0ZC0JJWMdGNOUOAx0vHGl7nfuSVc0Ci8kZOYuAEahtSnGEkl9fV9ZxDJ1IkFzcrGSep4PrzLjvt6yaic16uWXYVGxTBqpmXmxKrZpzY0lZKjBOZo9vV39Q5OAhJKzJAQPdOIpZsiLilmJCs6iSAxwmM0JD1FQxQQ4abT9TN4pJQB9COuKpRwqn6fSFEgxCTwVGeA5Ej89nLxL6+XSL/upjSME0lCPPvITxiUEcyzgAPKCZZsogjCnKpdIR4hjrBUiRVVCF+Xwv9J26qYduXs2i41LuZxFMABOARlYIIaaIAr0AQtgEEKHsATeNbutUftRXudtS5o85k98APa2yfTRpVl</latexit>



Example: Evolution of a spin system

Hilbert space: H = {c | "i+ d | #i | c, d 2 C}

<latexit sha1_base64="ZbK0ilG7Fh7pqjbexmU9Yk4t/dw=">AAACNnicbVDLSgMxFM34rPU16tJNsAiCpcxIRTdCwY0bQcFaoSnlTiatwUxmSDKWMp2vcuN3uHPjQhG3foKZ2kV9HAgczrn35t4TJIJr43nPzszs3PzCYmmpvLyyurbubmxe6zhVlDVpLGJ1E4BmgkvWNNwIdpMoBlEgWCu4Oy381j1TmsfyygwT1omgL3mPUzBW6rrnGaEg8Fl+QjJKqnhE0gSUigdEgewLth+S6oiE8UBOq4VWxbQaEi5JBOY2CLLTnORdt+LVvDHwX+JPSAVNcNF1n+xsmkZMGipA67bvJaaTgTKcCpaXSapZAvQO+qxtqYSI6U42PjvHu1YJcS9W9kmDx+p0RwaR1sMosJXFjvq3V4j/ee3U9I47GZdJapik3x/1UoFNjIsMccgVo0YMLQGquN0V01tQQI1NumxD8H+f/JdcH9T8eu3wsl5p1CdxlNA22kF7yEdHqIHO0AVqIooe0DN6RW/Oo/PivDsf36UzzqRnC/2A8/kFKHasxg==</latexit>

h" | "i = h# | #i = 1

<latexit sha1_base64="MvUEofAd5Dd+VmhnWAVeiYkfhls=">AAACLnicbVBLSwMxGMzWV62vVY9egkXwVHalohehIILHCvYB3VKyabYNzSZLkrWUtb/Ii39FD4KKePVnmG63oq0DgWFmviTf+BGjSjvOq5VbWl5ZXcuvFzY2t7Z37N29uhKxxKSGBROy6SNFGOWkpqlmpBlJgkKfkYY/uJz4jTsiFRX8Vo8i0g5Rj9OAYqSN1LGvPIZ4jxEvjpCUYng/I55M9YuZ3xVDniV+6CzjduyiU3JSwEXiZqQIMlQ79rO5Bcch4RozpFTLdSLdTpDUFDMyLnixIhHCA9QjLUM5ColqJ+m6Y3hklC4MhDSHa5iqvycSFCo1Cn2TDJHuq3lvIv7ntWIdnLcTyqNYE46nDwUxg1rASXewSyXBmo0MQVhS81eI+0girE3DBVOCO7/yIqmflNxy6fSmXKyUszry4AAcgmPggjNQAdegCmoAgwfwBN7Au/VovVgf1uc0mrOymX3wB9bXNyxgq5g=</latexit>

h" | #i = 0

<latexit sha1_base64="3VYQKq1Xz6/vLmpBMwIbaw/Aya4=">AAACDHicbVDLSgMxFM3UV62vqks3wSK4KjNS0Y1QcOOygn1AZyiZ9E4bmskMScZSxn6AG3/FjQtF3PoB7vwb0+kstPVA4HDOuUnu8WPOlLbtb6uwsrq2vlHcLG1t7+zulfcPWipKJIUmjXgkOz5RwJmApmaaQyeWQEKfQ9sfXc/89j1IxSJxpycxeCEZCBYwSrSReuWKy4kYcHCTmEgZjR/cfjQWGXVl5lzZJmVX7Qx4mTg5qaAcjV75y9xCkxCEppwo1XXsWHspkZpRDtOSmyiICR2RAXQNFSQE5aXZMlN8YpQ+DiJpjtA4U39PpCRUahL6JhkSPVSL3kz8z+smOrj0UibiRIOg84eChGMd4VkzuM8kUM0nhhAqmfkrpkMiCdWmv5IpwVlceZm0zqpOrXp+W6vUa3kdRXSEjtEpctAFqqMb1EBNRNEjekav6M16sl6sd+tjHi1Y+cwh+gPr8wcZR5w7</latexit>

Hamiltonian:                                      , e.g. Hij = hi|Ĥ|ji = a�ij +
X

i

b↵(�↵)ij

<latexit sha1_base64="jfG7TN6FOVWNw/jCDBTY+tBu2YI=">AAACPXicbVDPSxtBGJ1V29r0V1qPvQwGwVIIu5JSL4LQS44WjAqZsHw7+ZKMzswuM98KYc0/1ov/gzdvXjxYSq+9drLuoVUfDLx5733MfC8rtPIUx9fRyuras+cv1l+2Xr1+8/Zd+/2HI5+XTuJA5jp3Jxl41MrigBRpPCkcgsk0Hmdn35b+8Tk6r3J7SPMCRwamVk2UBApS2j7sp5U6XewJDXaqkasLMQOq+ouLU+FqaQ+4GKMmqIOfhS9NqniWCtDFDPi28GpqoLl+qkNpuxN34xr8MUka0mENDtL2lRjnsjRoSWrwfpjEBY0qcKSkxkVLlB4LkGcwxWGgFgz6UVVvv+BbQRnzSe7CscRr9d+JCoz3c5OFpAGa+YfeUnzKG5Y02R1VyhYloZX3D01KzSnnyyr5WDmUpOeBgHQq/JXLGTiQFApvhRKShys/Jkc73aTX/fK919nvNXWss49sk22zhH1l+6zPDtiASfaD3bA79jO6jG6jX9Hv++hK1MxssP8Q/fkLnrWwAg==</latexit>

H =

✓
a b1

b1 a

◆

<latexit sha1_base64="1Zc+4IVl8M2HfybYQ2MWVRC7i8k=">AAACIHicbVBNS8NAEN34bf2qevQSLIpeSiKVehEKXjwq2FZoSplsJ+3iZhN2J0IJ/Sle/CtePCiiN/01bmsOfj3Y5fHezOzOC1MpDHneuzMzOze/sLi0XFpZXVvfKG9utUySaY5NnshEX4dgUAqFTRIk8TrVCHEosR3enE389i1qIxJ1RaMUuzEMlIgEB7JSr1w/Pw0kRnQQhDgQKgetYTTOOR/Dftjzg8Be+xCg6hdWoMVgSIe9csWrelO4f4lfkAorcNErvwX9hGcxKuISjOn4XkpdO5QElzguBZnBFPgNDLBjqYIYTTefLjh296zSd6NE26PInarfO3KIjRnFoa2MgYbmtzcR//M6GUUn3VyoNCNU/OuhKJMuJe4kLbcvNHKSI0uAa2H/6vIhaOBkMy3ZEPzfK/8lraOqX6seX9YqjVoRxxLbYbvsgPmszhrsnF2wJuPsjj2wJ/bs3DuPzovz+lU64xQ92+wHnI9PVMejrA==</latexit>

eigenvalues E± = a± b1

<latexit sha1_base64="4S4NqcbAfEigy9LwSilWaXkCjtw=">AAAB9XicdVDLSsNAFJ3UV62vqks3g0VwFZIY27oQCiK4rGAf0MYwmU7aoZNJmJkoJfQ/3LhQxK3/4s6/cdJWUNED93I4517mzgkSRqWyrA+jsLS8srpWXC9tbG5t75R399oyTgUmLRyzWHQDJAmjnLQUVYx0E0FQFDDSCcYXud+5I0LSmN+oSUK8CA05DSlGSku3l34/ic6RbjDwbb9cscyzetVxq9AyLatmO3ZOnJp74kJbKzkqYIGmX37vD2KcRoQrzJCUPdtKlJchoShmZFrqp5IkCI/RkPQ05Sgi0stmV0/hkVYGMIyFLq7gTP2+kaFIykkU6MkIqZH87eXiX14vVWHdyyhPUkU4nj8UpgyqGOYRwAEVBCs20QRhQfWtEI+QQFjpoEo6hK+fwv9J2zFt1zy9disNdxFHERyAQ3AMbFADDXAFmqAFMBDgATyBZ+PeeDRejNf5aMFY7OyDHzDePgHL1ZII</latexit>

eigenvectors v± = (1,±1)T /
p
2

<latexit sha1_base64="b/LPk1DDRpkpUvB6DDQ4KXvAbek=">AAACCnicdVDLSgMxFM3UV62vqks30SJUkDozjm1dCAU3Liv0BZ1aMmmmDc08TDKFMnTtxl9x40IRt36BO//GTFtBRQ9c7uGce0nucUJGhdT1Dy21sLi0vJJezaytb2xuZbd3GiKIOCZ1HLCAtxwkCKM+qUsqGWmFnCDPYaTpDC8TvzkiXNDAr8lxSDoe6vvUpRhJJXWz+7HtuHA06dqhBy/yxnHSjaOb2oktbrmMzUk3m9ML5+WiaRWhXtD1kmEaCTFL1qkFDaUkyIE5qt3su90LcOQRX2KGhGgbeig7MeKSYkYmGTsSJER4iPqkraiPPCI68fSUCTxUSg+6AVflSzhVv2/EyBNi7Dlq0kNyIH57ifiX146kW+7E1A8jSXw8e8iNGJQBTHKBPcoJlmysCMKcqr9CPEAcYanSy6gQvi6F/5OGWTCswtm1latY8zjSYA8cgDwwQAlUwBWogjrA4A48gCfwrN1rj9qL9jobTWnznV3wA9rbJx6rmUE=</latexit>

) Ĥ|E±i = E±|E±i

<latexit sha1_base64="am3eskd69v59luCjfrwIihBS5CM=">AAACIXicbVBNSwMxEM36bf2qevQSLIKnsisVvQiCCB6r2Cp0S5lNs9tgNrsms0pZ+1e8+Fe8eFCkN/HPmH4crPXBwMt7M2TmBakUBl33y5mZnZtfWFxaLqysrq1vFDe36ibJNOM1lshE3wZguBSK11Cg5Lep5hAHkt8Ed2cD/+aBayMSdY3dlDdjiJQIBQO0Uqt47F+JqIOgdfLo32fQ9juA+UXv6bzlp7GvQUWSnwwfdEJrFUtu2R2CThNvTEpkjGqr2PfbCctirpBJMKbhuSk2c9AomOS9gp8ZngK7g4g3LFUQc9PMhxf26J5V2jRMtC2FdKj+nsghNqYbB7YzBuyYv95A/M9rZBgeN3Oh0gy5YqOPwkxSTOggLtoWmjOUXUuAaWF3pawDGhjaUAs2BO/vydOkflD2KuXDy0rptDKOY4nskF2yTzxyRE7JBamSGmHkmbySd/LhvDhvzqfTH7XOOOOZbTIB5/sHW6mk0A==</latexit>

|E±i =
1p
2
(| "i± | #i)

<latexit sha1_base64="fYq7tyVBXM1yqdKWpKaRmzdSDMI=">AAACMnicbVBLSwMxGMzWV62vVY9egkWol7JbKnoRCiLorYJ9QLeUbJptQ7PZNclaynZ/kxd/ieBBD4p49UeYtnuorQOBYWa+JN+4IaNSWdabkVlZXVvfyG7mtrZ3dvfM/YO6DCKBSQ0HLBBNF0nCKCc1RRUjzVAQ5LuMNNzB1cRvPBIhacDv1SgkbR/1OPUoRkpLHfN2fN1xQt8RiPcYgZeOJxCO7SR25INQcSlJCmMnCpEQwTAN6TgcO91gyOfV046Zt4rWFHCZ2CnJgxTVjvmiL8GRT7jCDEnZsq1QtWMkFMWMJDknkiREeIB6pKUpRz6R7Xi6cgJPtNKFXiD04QpO1fmJGPlSjnxXJ32k+nLRm4j/ea1IeRftmPIwUoTj2UNexKAK4KQ/2KWCYMVGmiAsqP4rxH2kS1O65ZwuwV5ceZnUS0W7XDy7K+cr5bSOLDgCx6AAbHAOKuAGVEENYPAEXsEH+DSejXfjy/ieRTNGOnMI/sD4+QUCiqxq</latexit>

time evolution: | (t)i = �+e
�iE+t|E+i+ ��e

�iE�t|E�i

<latexit sha1_base64="vr/jo7TL10H1xw2+yI3PE+gpcKw=">AAACN3icbZDLSgMxFIYz3q23qks3wSIopWVGKroRBBFciYJVoVOHTHpag5nMkJwRyti3cuNruNONC0Xc+gam7QjeDiT8/N85JOcPEykMuu6jMzI6Nj4xOTVdmJmdm18oLi6dmTjVHOo8lrG+CJkBKRTUUaCEi0QDi0IJ5+H1fp+f34A2Ilan2E2gGbGOEm3BGVorKB7d+okR67jha6Y6EuiuHwKyoEzhMquIg6CMvVt7f+HyEFe+cIUOeCXnQbHkVt1B0b/Cy0WJ5HUcFB/8VszTCBRyyYxpeG6CzYxpFFxCr+CnBhLGr1kHGlYqFoFpZoO9e3TNOi3ajrU9CunA/T6RsciYbhTazojhlfnN+uZ/rJFie6eZCZWkCIoPH2qnkmJM+yHSltDAUXatYFwL+1fKr5hmHG3UBRuC93vlv+Jss+rVqlsntdJeLY9jiqyQVbJOPLJN9sghOSZ1wskdeSIv5NW5d56dN+d92Dri5DPL5Ec5H58/GKrp</latexit>

initial condition: | (0)i = | "i = 1p
2
(|E+i+ |E�i)

<latexit sha1_base64="bH+xbuj5aHADNE+PyEvaivCyK60=">AAACNXicbZDLSsNAFIYnXmu9RV26CRahpViSUtGNUBDBhYsK9gJNKJPppB06mcSZiVLSvJQb38OVLlwo4tZXcNpG0NYDAx//fw5nzu+GlAhpmi/awuLS8spqZi27vrG5ta3v7DZEEHGE6yigAW+5UGBKGK5LIiluhRxD36W46Q7Ox37zDnNBAnYjhyF2fNhjxCMISiV19KuRHQqSNws2h6xH8dnIjkLIeXD/I9gehyi2ktgWt1zG5STJjy46xdQuKj5KudDRc2bJnJQxD1YKOZBWraM/2d0ART5mElEoRNsyQ+nEkEuCKE6ydiRwCNEA9nBbIYM+Fk48uToxDpXSNbyAq8ekMVF/T8TQF2Lou6rTh7IvZr2x+J/XjqR36sSEhZHEDE0XeRE1ZGCMIzS6hGMk6VABRJyovxqoD1VKUgWdVSFYsyfPQ6Ncsiql4+tKrlpJ48iAfXAA8sACJ6AKLkEN1AECD+AZvIF37VF71T60z2nrgpbO7IE/pX19A5PDrHU=</latexit>

) | (t)i = e�iat

p
2

�
e�ib1t|E+i+ eib1t|E�i

�

<latexit sha1_base64="MQrrcnHUmtp8jk0FjYtDwanoUCM=">AAACWnicbZFfaxNBFMVnV+2fVG3UvvkyGISU0rBbIvoiFEToYxXTFjJxuTu5mwydnd3M3FXCdr+kLyL4VQqdpIto64WBw+/cy505k5ZaOYqiX0H44OGjjc2t7c7O4ydPd7vPnp+5orISR7LQhb1IwaFWBkekSONFaRHyVON5evlh5Z9/Q+tUYb7QssRJDjOjMiWBPEq6C/FZzeYE1hbfxaKCKb8SpVN92hcWzEzje5FZkDV+rQ8VUNPUwi0s1UdNIzRm1F8baRJTc/UxOWiHDjz9Aw9bKOxq037S7UWDaF38vohb0WNtnSbdH2JayCpHQ1KDc+M4KmlSgyUlNTYdUTksQV7CDMdeGsjRTep1NA1/7cmUZ4X1xxBf078nasidW+ap78yB5u6ut4L/88YVZe8mtTJlRWjk7aKs0pwKvsqZT5VFSXrpBUir/F25nIOPkvxvdHwI8d0n3xdnR4N4OHjzadg7HrZxbLGX7BXrs5i9ZcfshJ2yEZPsJ7sONoLN4HcYhtvhzm1rGLQzL9g/Fe7dAOEqtpo=</latexit>

probability of finding spin down:

p" = |h" | (t)i|2 = cos2(b1t)

<latexit sha1_base64="jHojNq9F5GMqhqqkArfc7dniHc0=">AAACJXicbZDLSgMxFIYz3q23qks3wSLUTZkpFV1YENy4VLAX6NQhk6Y1mElCckYpbV/Gja/ixoUigitfxfSCaOsPgZ/vnMPJ+WMtuAXf//Tm5hcWl5ZXVjNr6xubW9ntnapVqaGsQpVQph4TywSXrAIcBKtrw0gSC1aL786H9do9M5YreQ1dzZoJ6Uje5pSAQ1H2VEdhqokx6gGX+6EgsiPYD+mH2vI8HIZmxPs3xXJIlb0p5uMogMMom/ML/kh41gQTk0MTXUbZt7ClaJowCVQQaxuBr6HZIwY4FWyQCVPLNKF3pMMazkqSMNvsja4c4ANHWritjHsS8Ij+nuiRxNpuErvOhMCtna4N4X+1Rgrtk2aPS50Ck3S8qJ0KDAoPI8MtbhgF0XWGUMPdXzG9JYZQcMFmXAjB9MmzplosBKXC0VUpd1aaxLGC9tA+yqMAHaMzdIEuUQVR9Iie0St68568F+/d+xi3znmTmV30R97XN9Q8pVs=</latexit>

p# = |h# | (t)i|2 =

<latexit sha1_base64="6O85me3X2qHgAZzgQvOBDeQj1cs=">AAACG3icbVDLSsNAFJ34rPUVdelmsAh1U5JS0U2h4MZlBfuApobJdNIOnUzCzMRS0v6HG3/FjQtFXAku/BunaUBtPXDhcM69M/ceL2JUKsv6MlZW19Y3NnNb+e2d3b198+CwKcNYYNLAIQtF20OSMMpJQ1HFSDsSBAUeIy1veDXzW/dESBryWzWOSDdAfU59ipHSkmuWI9fphSOOhAhH1YnDEO8z8iNNnEjSojpzRGpM7spV1yxYJSsFXCZ2RgogQ901P/R7OA4IV5ghKTu2FalugoSimJFp3okliRAeoj7paMpRQGQ3SW+bwlOt9KAfCl1cwVT9PZGgQMpx4OnOAKmBXPRm4n9eJ1b+ZTehPIoV4Xj+kR8zqEI4Cwr2qCBYsbEmCAuqd4V4gATCSseZ1yHYiycvk2a5ZFdK5zeVQq2SxZEDx+AEFIENLkANXIM6aAAMHsATeAGvxqPxbLwZ7/PWFSObOQJ/YHx+A9MvonU=</latexit>

= sin2(b1t)

<latexit sha1_base64="JuB5YaRZsA7+JZ/bB+BdY1aE5v4=">AAAB9XicbVA9TwJBEJ3DL8Qv1NJmIzHBhtwRjDYmJDaWmAiYwEH2lgU27O1dduc0hPA/bCw0xtb/Yue/cYErFHzJJC/vzWRmXhBLYdB1v53M2vrG5lZ2O7ezu7d/kD88apgo0YzXWSQj/RBQw6VQvI4CJX+INadhIHkzGN3M/OYj10ZE6h7HMfdDOlCiLxhFK3Wu20aoTrkYdD2C5918wS25c5BV4qWkAClq3fxXuxexJOQKmaTGtDw3Rn9CNQom+TTXTgyPKRvRAW9ZqmjIjT+ZXz0lZ1bpkX6kbSkkc/X3xISGxozDwHaGFIdm2ZuJ/3mtBPtX/kSoOEGu2GJRP5EEIzKLgPSE5gzl2BLKtLC3EjakmjK0QeVsCN7yy6ukUS55ldLFXaVQraRxZOEETqEIHlxCFW6hBnVgoOEZXuHNeXJenHfnY9GacdKZY/gD5/MHrciRSg==</latexit>

=
1

4

��(hE+|� hE�|)(e�ib1t|E+i+ eib1t|E�i)
��2

<latexit sha1_base64="Hj8Oerjcf0Fms0eIF34opoZnTCM=">AAACS3icbZDPS+NAFMcn9ed2d926Hr0MloWKtCTSxb0IgggeFawKTQ2T6Us7OJmEmZeFkuT/24sXb/4TXjwosgenNair+2DgO5/ve7yZb5hKYdB1b5za3PzC4tLyp/rnL19XvjVWv5+aJNMcejyRiT4PmQEpFPRQoITzVAOLQwln4eX+1D/7DdqIRJ3gJIVBzEZKRIIztChohLt+pBnPvTLvlr6ECIuWL5kaSaAHwVbRfr20i80WXORtEQYeloV1fT3ztix9ge0KbvpajMZYXGwHjabbcWdFPwqvEk1S1VHQuPaHCc9iUMglM6bvuSkOcqZRcAll3c8MpIxfshH0rVQsBjPIZ1mU9IclQxol2h6FdEbfTuQsNmYSh7YzZjg2770p/J/XzzD6NciFSjMExZ8XRZmkmNBpsHQoNHCUEysY18K+lfIxs9mijb9uQ/Def/mjON3ueN3Oz+Nuc69bxbFM1skGaRGP7JA9ckiOSI9w8ofcknvy4Fw5d86j8/e5teZUM2vkn6otPAFbuLMA</latexit>



Wave equation

and the initial condition  (0,x) =  0(x) translates into F(�) =  0 which can be inverted using the inverse
Fourier transform, so � = F̃( 0).

Exercise 8.3. Find the solution  (t, x) of the heat equation for x 2 R, square integrable for all t, which

satisfies  (0, x) =  0(x) = T0e
� x2

2a2 .

To solve the inhomogeneous heat equation we would like to find a Green function. It can be verified
by direct calculation, that the function G : Rn+1 ! R defined by

G(t,x) =

(
� 1

(4⇡t)n/2 e�
|x|2
4t for t > 0

0 for t  0
(8.23)

solves the homogeneous heat equation whenever t 6= 0 and x 6= 0.

Exercise 8.4. Show that the function G in Eq. (8.23) solves the homogeneous heat equation for t 6= 0 and
x 6= 0.

In fact we have

Theorem 8.5. The distribution TG with G defined in Eq. (8.23) is a fundamental solution of the heat
equation, so ✓

� � @

@t

◆
TG = �0 . (8.24)

Proof. The proof is similar to the one for the Laplacian in Theorem 7.4 and can be found in Ref. [4].

From this result, the general solution to the inhomogeneous heat equation can be written as

 (t,x) =  hom(t,x) + (TG ? f)(t,x) =  hom(t,x) +

Z

Rn+1
d⌧ dny G(t � ⌧,x � y)f(⌧,y) , (8.25)

where  hom is a solution to the homogeneous equation.

8.4 The wave equation

The homogeneous and inhomogeneous wave equations are of the form

✓
�n � @2

@t2

◆
 = 0 ,

✓
�n � @2

@t2

◆
 = f , (8.26)

where �n is the n-dimensional Laplacian (and n = 1, 2, 3 are the most interesting dimensions for physics).
If this equation is considered on the spatial patch V ⇢ Rn we should specify boundary conditions on @V
for all t. In addition, we require initial conditions  (0,x) =  0(x) and  ̇(0,x) =  ̇0(x) at some initial
time t = 0.

For an Ansatz of the form
 (t,x) =  ̃(x)e�i!t (8.27)

the wave equation turns into the Helmholz equation for  ̃ with k = ! and we can use the methods
discussed in Section 8.1.

Starting with the homogeneous equation with  (t, ·) 2 L2(Rn) we can start with a Fourier integral

 (t,x) =
1

(2⇡)n/2

Z

Rn
dnk  ̃(t,k)e�ik·x . (8.28)
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• Solving the homogeneous equation by (spatial) Fourier transform
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where �n is the n-dimensional Laplacian (and n = 1, 2, 3 are the most interesting dimensions for physics).
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for all t. In addition, we require initial conditions  (0,x) =  0(x) and  ̇(0,x) =  ̇0(x) at some initial
time t = 0.

For an Ansatz of the form
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120
Inserting this into the homogenous equation implies

¨̃ = �|k|2 ̃ )  ̃(t,k) =  +(k)ei|k|t +  �(k)e�i|k|t , (8.29)

and, hence,

 (t,x) =
1

(2⇡)n/2

Z

Rn
dnk ( +(k)ei|k|t +  �(k)e�i|k|t)e�ik·x . (8.30)

The functions  ± are fixed by the initial conditions via  0 = F( + +  �) and  ̇0 = F(i|k|( + �  �))

which can be solved, using the inverse Fourier transform, to give  ± = 1
2 F̃

⇣
 0 ⌥ i

|k|  ̇0

⌘
.

If we work on a spatial patch with boundary conditions which lead to a countable number of eigenvec-
tors of the Laplacian we can use the method in Section 8.2 to solve the homogeneous wave equation. For
one and two spatial dimensions this leads to systems usually referred to as “strings” and “membranes”,
respectively, and we now discuss them in turn.

Strings
The wave equation now reads 8

✓
@2

@x2
� @2

@t2

◆
 = 0 , (8.31)

where  =  (t, x) and x 2 [0, a]. This equation describes various kinds of strings from guitar strings to the
strings of string theory. We will impose Dirichlet boundary conditions  (t, 0) =  (t, a) = 0 as appropriate
for a string with fixed endpoints. (The strings of string theory allow for both Dirichlet and von Neumann
boundary conditions.) In addition, we need to fix the initial position,  (0, x) =  0(x), and initial velocity
 ̇(0, x) =  ̇0(x).

Given the boundary conditions an appropriate set of eigenfunctions is provided by �k = sin
�
k⇡x

a

�
,

that is the functions for the sine Fourier series. We have �00
k

= �k�k with eigenvalues

��k =
k2⇡2

a2
=: !2

k
. (8.32)

Inserting this into the general solution (8.13) leads to

 (t, x) =
1X

k=1


ak sin

✓
k⇡t

a

◆
+ bk cos

✓
k⇡t

a

◆�
sin

✓
k⇡x

a

◆
(8.33)

The coe�cients ak and bk are fixed by the initial conditions via

 (0, x) =
1X

k=1

bk sin

✓
k⇡x

a

◆
!
=  0(x) ,  ̇(0, x) =

1X

k=1

k⇡ak
a

sin

✓
k⇡x

a

◆
!
=  ̇0(x) . (8.34)

These equations can of course be solved for ak and bk using standard Fourier series techniques resulting
in

ak =
2

k⇡

Z
a

0
dx sin

✓
k⇡x

a

◆
 ̇0(x) , bk =

2

a

Z
a

0
dx sin

✓
k⇡x

a

◆
 0(x) . (8.35)

Note that the eigenfrequencies of the system

!k =
k⇡

a
(8.36)

are all integer multiples of the ground frequency !1 = ⇡/a.

8
In a physics context, this equation is frequently written with an additional factor of 1/c

2
in front of the time-derivatives,

where c is the speed of the wave. Such a factor can always be removed by a re-definition ct ! t.
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where  =  (t, x) and x 2 [0, a]. This equation describes various kinds of strings from guitar strings to the
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for a string with fixed endpoints. (The strings of string theory allow for both Dirichlet and von Neumann
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Note that the eigenfrequencies of the system
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a
(8.36)

are all integer multiples of the ground frequency !1 = ⇡/a.
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In a physics context, this equation is frequently written with an additional factor of 1/c
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in front of the time-derivatives,

where c is the speed of the wave. Such a factor can always be removed by a re-definition ct ! t.
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and the initial condition  (0,x) =  0(x) translates into F(�) =  0 which can be inverted using the inverse
Fourier transform, so � = F̃( 0).

Exercise 8.3. Find the solution  (t, x) of the heat equation for x 2 R, square integrable for all t, which

satisfies  (0, x) =  0(x) = T0e
� x2

2a2 .

To solve the inhomogeneous heat equation we would like to find a Green function. It can be verified
by direct calculation, that the function G : Rn+1 ! R defined by

G(t,x) =

(
� 1

(4⇡t)n/2 e�
|x|2
4t for t > 0

0 for t  0
(8.23)

solves the homogeneous heat equation whenever t 6= 0 and x 6= 0.

Exercise 8.4. Show that the function G in Eq. (8.23) solves the homogeneous heat equation for t 6= 0 and
x 6= 0.

In fact we have

Theorem 8.5. The distribution TG with G defined in Eq. (8.23) is a fundamental solution of the heat
equation, so ✓

� � @

@t

◆
TG = �0 . (8.24)

Proof. The proof is similar to the one for the Laplacian in Theorem 7.4 and can be found in Ref. [4].

From this result, the general solution to the inhomogeneous heat equation can be written as

 (t,x) =  hom(t,x) + (TG ? f)(t,x) =  hom(t,x) +

Z

Rn+1
d⌧ dny G(t � ⌧,x � y)f(⌧,y) , (8.25)

where  hom is a solution to the homogeneous equation.

8.4 The wave equation

The homogeneous and inhomogeneous wave equations are of the form

✓
�n � @2

@t2

◆
 = 0 ,

✓
�n � @2

@t2

◆
 = f , (8.26)

where �n is the n-dimensional Laplacian (and n = 1, 2, 3 are the most interesting dimensions for physics).
If this equation is considered on the spatial patch V ⇢ Rn we should specify boundary conditions on @V
for all t. In addition, we require initial conditions  (0,x) =  0(x) and  ̇(0,x) =  ̇0(x) at some initial
time t = 0.

For an Ansatz of the form
 (t,x) =  ̃(x)e�i!t (8.27)

the wave equation turns into the Helmholz equation for  ̃ with k = ! and we can use the methods
discussed in Section 8.1.

Starting with the homogeneous equation with  (t, ·) 2 L2(Rn) we can start with a Fourier integral

 (t,x) =
1

(2⇡)n/2

Z

Rn
dnk  ̃(t,k)e�ik·x . (8.28)
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Inserting this into the homogenous equation implies

¨̃ = �|k|2 ̃ )  ̃(t,k) =  +(k)ei|k|t +  �(k)e�i|k|t , (8.29)

and, hence,

 (t,x) =
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dnk ( +(k)ei|k|t +  �(k)e�i|k|t)e�ik·x . (8.30)

The functions  ± are fixed by the initial conditions via  0 = F( + +  �) and  ̇0 = F(i|k|( + �  �))

which can be solved, using the inverse Fourier transform, to give  ± = 1
2 F̃

⇣
 0 ⌥ i

|k|  ̇0

⌘
.

If we work on a spatial patch with boundary conditions which lead to a countable number of eigenvec-
tors of the Laplacian we can use the method in Section 8.2 to solve the homogeneous wave equation. For
one and two spatial dimensions this leads to systems usually referred to as “strings” and “membranes”,
respectively, and we now discuss them in turn.

Strings
The wave equation now reads 8

✓
@2

@x2
� @2

@t2

◆
 = 0 , (8.31)

where  =  (t, x) and x 2 [0, a]. This equation describes various kinds of strings from guitar strings to the
strings of string theory. We will impose Dirichlet boundary conditions  (t, 0) =  (t, a) = 0 as appropriate
for a string with fixed endpoints. (The strings of string theory allow for both Dirichlet and von Neumann
boundary conditions.) In addition, we need to fix the initial position,  (0, x) =  0(x), and initial velocity
 ̇(0, x) =  ̇0(x).

Given the boundary conditions an appropriate set of eigenfunctions is provided by �k = sin
�
k⇡x

a

�
,

that is the functions for the sine Fourier series. We have �00
k

= �k�k with eigenvalues

��k =
k2⇡2

a2
=: !2

k
. (8.32)

Inserting this into the general solution (8.13) leads to

 (t, x) =
1X

k=1


ak sin

✓
k⇡t

a

◆
+ bk cos

✓
k⇡t

a

◆�
sin

✓
k⇡x
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◆
(8.33)

The coe�cients ak and bk are fixed by the initial conditions via

 (0, x) =
1X

k=1

bk sin

✓
k⇡x

a

◆
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=  0(x) ,  ̇(0, x) =

1X

k=1

k⇡ak
a

sin

✓
k⇡x
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◆
!
=  ̇0(x) . (8.34)

These equations can of course be solved for ak and bk using standard Fourier series techniques resulting
in

ak =
2

k⇡

Z
a

0
dx sin

✓
k⇡x

a

◆
 ̇0(x) , bk =

2

a

Z
a

0
dx sin

✓
k⇡x

a

◆
 0(x) . (8.35)

Note that the eigenfrequencies of the system

!k =
k⇡

a
(8.36)

are all integer multiples of the ground frequency !1 = ⇡/a.

8
In a physics context, this equation is frequently written with an additional factor of 1/c

2
in front of the time-derivatives,

where c is the speed of the wave. Such a factor can always be removed by a re-definition ct ! t.

121



Example: Evolution of a 1d wave

Initial condition:  0(x) :=  (0, x) =
e�x2/2

p
⇡

,  ̇(0, x) = 0
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)  ±(k) =
1

2
F̃( 0)(k) =

e�k2/2

p
2⇡

<latexit sha1_base64="hT67NY4gQrMWL/6SnDlNz9e8yPA=">AAACSXicbZBLbxMxFIU9KY+S8giwZGMRVUoXhJlREGyQKiFVLEtF2kpxGu54PIkVz4xr3wFFlv8em+7Y8R/YsAChrnDSSC0tV7J0dM65sv1lWkmLcfw9am3cun3n7ua99tb9Bw8fdR4/ObR1Y7gY8lrV5jgDK5SsxBAlKnGsjYAyU+Iom79b5kefhbGyrj7iQotxCdNKFpIDBmvS+cQO5HSGYEz9hZ02kDNt5YTpkvbmO29ZYYC7xLvUM5QqF45xUHTP91a1eOeyJE7ci/lJ+jL13jF7atClTEvvJ51u3I9XQ2+KZC26ZD37k843lte8KUWFXIG1oyTWOHZgUHIlfJs1Vmjgc5iKUZAVlMKO3YqEp9vByWlRm3AqpCv36oaD0tpFmYVmCTiz17Ol+b9s1GDxZuxkpRsUFb+4qGgUxZousdJcGsFRLYIAbmR4K+UzCGAwwG8HCMn1L98Uh2k/GfRffRh0dwdrHJvkGXlOeiQhr8kueU/2yZBw8pX8IL/I7+gs+hn9ic4vqq1ovfOU/DOtjb9XmLMg</latexit>

Inserting this into the homogenous equation implies

¨̃ = �|k|2 ̃ )  ̃(t,k) =  +(k)ei|k|t +  �(k)e�i|k|t , (8.29)

and, hence,

 (t,x) =
1

(2⇡)n/2

Z

Rn
dnk ( +(k)ei|k|t +  �(k)e�i|k|t)e�ik·x . (8.30)

The functions  ± are fixed by the initial conditions via  0 = F( + +  �) and  ̇0 = F(i|k|( + �  �))

which can be solved, using the inverse Fourier transform, to give  ± = 1
2 F̃

⇣
 0 ⌥ i

|k|  ̇0

⌘
.

If we work on a spatial patch with boundary conditions which lead to a countable number of eigenvec-
tors of the Laplacian we can use the method in Section 8.2 to solve the homogeneous wave equation. For
one and two spatial dimensions this leads to systems usually referred to as “strings” and “membranes”,
respectively, and we now discuss them in turn.

Strings
The wave equation now reads 8

✓
@2

@x2
� @2

@t2

◆
 = 0 , (8.31)

where  =  (t, x) and x 2 [0, a]. This equation describes various kinds of strings from guitar strings to the
strings of string theory. We will impose Dirichlet boundary conditions  (t, 0) =  (t, a) = 0 as appropriate
for a string with fixed endpoints. (The strings of string theory allow for both Dirichlet and von Neumann
boundary conditions.) In addition, we need to fix the initial position,  (0, x) =  0(x), and initial velocity
 ̇(0, x) =  ̇0(x).

Given the boundary conditions an appropriate set of eigenfunctions is provided by �k = sin
�
k⇡x

a

�
,

that is the functions for the sine Fourier series. We have �00
k

= �k�k with eigenvalues

��k =
k2⇡2

a2
=: !2

k
. (8.32)

Inserting this into the general solution (8.13) leads to

 (t, x) =
1X

k=1


ak sin

✓
k⇡t

a

◆
+ bk cos

✓
k⇡t

a

◆�
sin

✓
k⇡x

a

◆
(8.33)

The coe�cients ak and bk are fixed by the initial conditions via

 (0, x) =
1X

k=1

bk sin
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k⇡x

a

◆
!
=  0(x) ,  ̇(0, x) =

1X

k=1

k⇡ak
a

sin
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k⇡x

a

◆
!
=  ̇0(x) . (8.34)

These equations can of course be solved for ak and bk using standard Fourier series techniques resulting
in

ak =
2

k⇡

Z
a

0
dx sin

✓
k⇡x

a

◆
 ̇0(x) , bk =

2

a

Z
a

0
dx sin

✓
k⇡x

a

◆
 0(x) . (8.35)

Note that the eigenfrequencies of the system

!k =
k⇡

a
(8.36)

are all integer multiples of the ground frequency !1 = ⇡/a.

8
In a physics context, this equation is frequently written with an additional factor of 1/c

2
in front of the time-derivatives,

where c is the speed of the wave. Such a factor can always be removed by a re-definition ct ! t.
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recall:

=
1

2⇡

Z

R
dk e�k2/2

⇣
ei(|k|t�kx) + ei(�|k|t�kx)

⌘
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• Solving the inhomogeneous equation with Green function

Expanding  (t, r,') =
P

m,n
Tmn(t)�mn(r,') we find the di↵erential equations T̈mn = �!2

mnTmn so that
!mn are the eigenfrequencies of the round membrane. As is clear from Eq. (8.43) these eigenfrequencies
are determined by the zeros of the Bessel functions so they are quite irregular.

Returning to the inhomogeneous wave equation, we would like to find a Green function G, satisfying

✓
�3 � @2

@t2

◆
G(t,x) = �4⇡�(t)�(x) . (8.44)

(We are using the intuitive notion of Delta “functions” to be closer to the standard physics treatment
but our discussion of distributions should reassure us that this leads to sensible results.) If we Fourier
transform G in the t-direction

G(t,x) =
1

2⇡

Z

R
d! G̃(!,x)e�i!t (8.45)

it follows that the Fourier transform G̃ satisfies

(� + !2)G̃(!,x) = �4⇡�(x) , (8.46)

and is, hence, a Green function for the Helmholz equation. From our discussion in Section 8.1 there are
essentially two choices for this Green function, namely

G̃±(!,x) =
e±i!|x|

|x| . (8.47)

Inserting this into the Fourier integral (8.45) and using the result (7.46) gives

G±(t,x) =
�(t ⌥ |x|)

|x| . (8.48)

The general solution to the inhomogeneous wave equation, using the so-called retarded Green function
G+, is then given by

 (t,x) =  hom(t,x) � 1

4⇡

Z

R4
dt0 d3x0 G+(t � t0,x � x0)f(t0,x0)

=  hom(t,x) � 1

4⇡

Z

R4
dt0 d3x0 �(t � t0 � |x � x0|)

|x � x0| f(t0,x0)

=  hom(t,x) � 1

4⇡

Z

R3
d3x0

✓
f(t0,x0)

|x � x0|

◆

t0=t�|x�x0|
(8.49)

Note that this formula is very much in analogy with the corresponding result for the Laplace equation. The
di↵erence is of course the dependence on t. The source f is evaluated at the retarded time t0 = t� |x�x0|
to produce the solution at time t. The physical interpretation is that this takes into account the time it
takes for the e↵ect of the source at x0 to influence the solution at x. The above result is the starting point
for calculating the electromagnetic radiation from moving charges.
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Good luck!


